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Abstract

The quantum nature of hydrogen has long been observed to play an important role on
its di�usion within metals.

Motivated by recent experimental work, di�usion rates were calculated for both hydro-
gen and deuterium on the nickel (111) surface across a range of temperatures (75 K to
250 K), taking into account quantum nuclear e�ects. This was achieved through the
method of partially adiabatic centroid molecular dynamics, which places the Feynman
path integral in a central role. This method makes the calculation of quantum time
correlation functions possible through an extension to classical molecular dynamics.

The ab intio calculation of the quantum di�usion of hydrogen/deuterium on the nickel
surface is computationally demanding, and a method for approximating these inter-
actions, in the form of a static potential energy surface is presented. Implicit in this
method is that there is an adiabatic separation between motion of the surface ions
and the adsorbate, due to their large mass di�erences. The resulting potential energy
surface allows for the accurate determination of the energies and forces acting on the
adsorbate, at all positions along the static surface, with a significantly reduced cost
when compared with density functional theory.

The quantum dynamics calculations showed that, for the temperature range studied,
the inclusion of quantum nuclear e�ects acted to increase the di�usion rate of both
adsorbates. At 250 K, the quantum di�usion coe�cients were found to be ~34 times
larger than the classical result. At 75 K, the quantum contribution is significantly
increased, and the di�usion coe�cient is ~4◊106 times larger for deuterium and ~1◊107

times larger for hydrogen. The classical and quantum treatments also give rise to
qualitatively di�erent di�usion profiles on an Arrhenius plot, especially in the low
temperature regime, where there is a transition from classical (thermally activated) to
quantum (tunnelling) di�usion.
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Chapter 1

Introduction

Computational physics plays an increasingly important role in modern physics. The
tremendous increase in computational power, coupled with the decreasing cost, has
allowed “computer experiments” to provide a “third way” of probing the behaviour of
nature, alongside theory and traditional experiments (Ceperley, 1999).

One of the particular advantages of computer simulations, are that we may often probe
length and timescales which may be inaccessible to the experiments of the day. Fur-
thermore, by designing a computational experiment in a careful manner, it is often
possible to “switch on” or “o�” various physical e�ects, or levels of approximation, in
order to learn more about the relative e�ects that the approximations may have on the
behaviour of the system as a whole — something which would be di�cult to do in the
real world.

1.1 Motivation

It has been observed by many people (Wipf, 1997; Gillan, 1988) that quantum nuclear
e�ects play a particularly important role in the dynamics of systems containing hy-
drogen, due to its light mass. Failure to properly take account of the quantum e�ects
possessed by hydrogen when determining its dynamics can lead to results which are
wildly inaccurate.

Motivated by new experimental techniques (Jardine et al., 2009b,a), which have allowed
for the resolution of hydrogen dynamics on time and length scales which were previously
inaccessible, the focus of this thesis is to show how quantum nuclear e�ects play a role in
the temperature dependence of the di�usion of hydrogen and deuterium across the (111)
nickel surface. This study is made possible through the combination of widely used
extension to the molecular dynamics method which allows for the quantum dynamics
to be calculated, and a parameterized potential energy surface approach.

19



Chapter 1 Introduction

1.2 Software development

With the exception of the density functional theory calculations which were completed
using the CASTEP software package (Clark et al., 2005), all of the results presented
in this work were carried out using software developed by the author.

The aforementioned software required a substantial amount of development time, and
provides a range of functionality: classical molecular dynamics, centroid/path integral
molecular dynamics, geometry optimization, and potential energy surface generation
are all possible using this code. In addition to this, the software also contains a pre-
liminary implementation of lattice dynamics functionality, although the work which
relates to this functionality did not make it into this thesis.

1.3 Outline of the thesis

In Chapter 2, we discuss in more detail the motivation behind this project, as well as
the importance of the study of hydrogen/metal systems to materials science. Chapter
3 is concerned with some of the theories used to describe di�usion, and the importance
that quantum mechanics has on the di�usion of light objects at low temperatures.
Chapters 4 describes two of the methods, density functional theory, and the embedded
atom method, which may be used to model hydrogen-nickel interactions (amongst other
things). This is followed by Chapter 5 which shows how the methods detailed in the
previous chapter may be used to parameterize potential energy surfaces, upon which we
can perform our simulations. Chapters 6 and 7 then discuss the molecular dynamics and
path integral based molecular dynamics methods, including their background theory
and implementation details. Chapter 8 then presents the results of this work, while
Chapter 9 concludes the thesis, giving possible avenues for future work.
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Chapter 2

Hydrogen and Metals

2.1 Introduction

The di�usion of hydrogen in metals have been studied for a long time, perhaps beginning
with Graham (1866), who, when determining the relative di�usibility of various gases
through metals, discovered that hydrogen rapidly di�used through palladium. Since his
work, many others have followed, and determined the di�usive properties of hydrogen
through a wide variety of metal systems (Wipf, 1997).

This study is more than just an intellectual curiosity, however. It was observed by
Johnson (1875) that hydrogen di�usion plays an important role in the embrittlement
of metals (particularly steel) — causing it to fail. Since this discovery, the hydrogen
embrittlement problem has been the focus of many people, with Bhadeshia (2016)
estimating that 38,000 papers have been published on this problem.

The number of studies on hydrogen embrittlement can likely be attributed to the per-
vasiveness of steel in engineering applications, and the associated risks/costs associated
with mechanical failure. One prominent example of structure failure, which was attrib-
uted to environmental hydrogen embrittlement, was the failure of a number of anchor
rods used to support part of the San Francisco-Oakland bay bridge, only 2 weeks after
installation, in 2013 (Chung, 2014).

Given the implications of mechanical failure due to hydrogen embrittlement, it has
long been the goal to try and minimize this e�ect. To this end, a number of proposals
have been made: the di�using hydrogen may be trapped (through the presence of
gain boundaries and/or dislocations in the material, or at interfaces between di�erent
alloys), or the metal may be coated as a means of preventing the hydrogen from entering
(Bhadeshia, 2016).

The rapid di�usion of hydrogen through metals occurs through two distinct mechan-
isms: there is the classical “hopping” between interstitial sites, due to thermal energy,
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and then there is quantum mechanical tunnelling, which plays a significant role due to
its light mass.

Although this work does not focus on the study of hydrogen in bulk-metals, it is clear
that di�usive processes play an important role in hydrogen interactions with metals,
and the study of surface di�usion is a part of a much bigger picture.

2.2 Why study surfaces?

Surface science has played an important role in many of the technological developments
of the last century; advances in this field have led to the development of many mod-
ern semi-conductor based devices, such as integrated circuits, solar cells and thin film
transistors.

Although it would be unjust to reduce the field of surface science down to only a
handful of papers, it is worthwhile to highlight a handful of important moments in the
recent history of this field. One of the key developments was the scanning tunnelling
microscope (STM) (Binnig et al., 1982), a device which allowed for the imaging of (typ-
ically conductive) surfaces with previously unseen precision, and which gave researchers
valuable insight into structure at the atomic scale (far beyond the capabilities of older
technologies such as the scanning electron microscope). Beyond simply producing im-
ages, the STM was later put to use to show that it was also possible to manipulate
individual atoms at the nanoscale, creating nanostructures by design: a noteworthy ex-
ample of this was the work of Eigler and Schweizer (1990), who placed individual xenon
atoms on a nickel surface and were able to spell out their company name, “IBM” — this
is perhaps one of the most well known early examples of constructing a nanostructure
from individual atoms, rather than etching away surface atoms through lithographic
processes, or depositing entire layers of atoms (though, e.g: chemical vapour depos-
ition).

The development of the STM was an important breakthrough, and later lead to the
creation of the atomic force microscope (AFM) (Binnig et al., 1986), which, in addition
to allowing for the imaging of non-conductive materials, is also noted for its ability
to measure forces as small as 10≠18 N. Due to its success in imaging non-conductive
materials, the AFM has been used to study a range of systems, including biological
ones (e.g: DNA, (Lindsay et al., 1989)) — giving deeper insight into the structure and
properties of the biological building blocks of nature. In addition, the AFM has also
been used for the study of atomic scale friction (Germann et al., 1993; Krim, 2002;
Hirano, 2006) (although as we shall see, this apparatus is not particularly well suited
to the study of friction for H/D on Ni(111)).

As well as being a testing ground for nanofabrication techniques, surfaces also often play
a fundamental role in chemical catalysis. Many catalytic reactions take place between a
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solid catalyst and reactants in the liquid/gas phase (heterogenous catalysis). Here, the
surface of the catalyst provides adsorption sites for the reactants, acting to increase the
reaction rate through a lowering of the activation energy. Catalysts are both widely
used in industry, as well as biologically, where they take the form of enzymes. Two
examples of widely known uses of catalysts are: the Haber-Bosch process, which uses
an iron catalyst to increase the reaction rate of nitrogen and hydrogen to produce
ammonia (commonly used as a fertilizer), and the use of (commonly) platinum as a
catalyst in the catalytic converter of a car exhaust, which acts to reduce some of the
more harmful emissions leaving the vehicle (Burton et al., 2000). Therefore, the study
of surfaces (in particular, metals, which are often catalysts), are important as they may
have a direct impact on future industrial processes.

Fundamentally, surface science arises out of the desire to understand the physical pro-
cesses which take place at surfaces — these can be very di�erent from the bulk, due to
the abrupt change in the local environment. Since all physical systems are finite in size,
surfaces are an inescapable fact of nature, and must be studied if we seek a complete
description of reality.

2.3 H/D di�usion on the (111) Ni surface

As we have already seen, the quantum nuclear e�ects play a large role of the di�usion
of hydrogen within metals, this is also true of hydrogen on metals. The light mass of
hydrogen means that its surface dynamics are heavily influenced by quantum nuclear
e�ects. It has been experimentally observed that there is evidence of quantum di�usion
on the surface of nickel even at relatively high temperatures (with transitions reported
at around 100 K to 125 K) (Lin and Gomer, 1991; Lee et al., 1993; Cao et al., 1997).
One experimental group in particular (Cao et al., 1997) have reported that the di�usion
rate of hydrogen on nickel may vary by as many as 8 orders of magnitude over a
relatively small temperature range (65 K to 240 K), with a decrease of around 3 orders of
magnitude after the transition temperature (to quantum tunnelling mediated di�usion)
reported by other groups (see Figure 2.3.3).

Figures 2.3.1, 2.3.2 and 2.3.3 show the temperature dependence of the di�usion rate
of both hydrogen and deuterium along the (111) Ni surface, from three di�erent ex-
perimental groups. By comparing the di�erences between these sets of experimental
results, we are able to gain an appreciation of the di�culty faced in the measurement
of accurate di�usion rates.

23



Chapter 2 Hydrogen and Metals

Figure 2.3.1: Di�usion rates as a function of temperature for H (left) and D (right) on
(111) Ni at a variety of di�erent adsorbate coverages, measured by field emission fluc-
tuation experiments, carried out by Lin and Gomer (1991). Note that we see that there
is no obvious correlation between adsorbate concentration and di�usion rate (possibly
suggesting uncertainty in the di�usion coe�cients).
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Figure 2.3.2: Di�usion rates as a function of temperature for H and D on (111) Ni, at
a coverage of 0.3 ML, measured using laser optical di�raction experiments, carried out
by Lee et al. (1993).

Figure 2.3.3: Di�usion rates as a function of temperature for H and D on (111) Ni, at a
coverage of 0.3 ML, measured using laser optical di�raction experiments, carried out by
Cao et al. (1997). These results suggest that the di�usion coe�cient varies over several
orders of magnitude, and while there is a deviation from Arrhenius behaviour, there
appears to be a further significant decrease in the di�usion rates as the temperature
decreases past the classical to quantum transition temperature.

As we have already seen, the study of the di�usion of H/D on (111) Ni is interesting
because there has been a degree of discrepancy between the di�usion rates reported by
several experimental groups, even when comparing results across an identical temper-
ature range.

In recent years, a promising new experimental technique, based on the method of helium
spin-echo interferometry, has been developed (Jardine et al., 2009b,a). This technique
allows for the accurate measurement of fast di�usive dynamics across surfaces at pre-
viously inaccessible length and time scales (beyond the capabilities of e.g: STM/AFM,
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which operates on much longer timescales), and has already been successfully used to
characterise the di�usion of hydrogen across Pt and Ru surfaces (Jardine et al., 2010;
McIntosh et al., 2013). In addition to these studies, the same experimental group
have also gathered data on the di�usion of both hydrogen and deuterium along the
(111) nickel surface — these results have suggested di�usion rates which are signific-
antly faster than previously reported (preliminary results suggesting di�usion rates of
~10≠6 to 10≠7 cm2/s across a temperature range of 250 K to 125 K, and transition
temperatures of approximately 170 K) (Zhu and Ward, 2013).

The di�erence between the newer helium spin-echo experimental results, and the older
ones shown above, are suspected to be a consequence of the older experimental appar-
atus being unable to track the fast adsorbate at the time scales required in order to
accurately determine the di�usion rates (Zhu and Ward, 2013).

In addition to the new experimental results mentioned above, theoretical studies within
the same group, based on the application of combined band structure/transition state
theory calculations have also shown that the di�usion of deuterium is unable to be
explained by a simple mass rescaling of their hydrogen calculations — suggesting that
a full quantum nuclear treatment of the adsorbates is required in order to accurately
model the di�usive behaviour.

The desire of this project is therefore to shed light on this apparently anomalous beha-
viour, and determine whether the widely used path integral based molecular dynamics
based methods (Berne and Thirumalai 1986; Tuckerman et al. 1993; Cao and Voth
1993) are able to correctly predict the di�usion of hydrogen and deuterium on this
surface. Ideally, we would like to do this in an ab initio manner, but the calculation of
magnetic materials is computationally demanding — making the dynamics calculations
prohibitively expensive to tackle using a “brute force” application of density functional
theory. Therefore, in order to improve the feasibility of these calculations, a potential
energy surface based approach has been used which vastly reduces the computational
resources required to study this problem.

2.3.1 Related work

In collaboration with the surface science group at the University of Cambridge (McIn-
tosh et al., 2013), a previous project within the group at York (Aarons, 2013) tackled
the problem of describing the quantum dynamics of hydrogen on a ruthenium surface in
order to theoretically describe the some of aforementioned experimental results. This
previous project shares many similarities with this current work, but also some key
di�erences.

The approach of the previous project was, like this one, to model the metal surface using
a simple model potential (parameterized to density functional theory calculations), and
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then to use this model potential to calculate the quantum dynamics of the hydrogen
adsorbate, though the method of partially adiabatic centroid molecular dynamics.

This project di�ers in two key areas however — in the previous project, the objective
was to use a Langevin thermostat as a simple model for atomic scale friction, and to
specifically tune the parameters of that thermostat so that the dynamics could give
quantitative agreement to experiment — essentially, treating the damping time of the
thermostat as a physical parameter, giving interpretation to the experimental results.

In this project, the goal is not to reproduce the experimental results by adjusting the
thermostat so as to match the experimental data, but to try and predict the adsorbate
dynamics based on a few simple assumptions, in order to determine which of the in-
gredients are missing from our model. It is hoped that, even if our predictions do not
turn out to agree with experiment, we may gradually refine our model, through a re-
duction in the number of approximations, in order to learn more about the underlying
processes which a�ect the dynamics of adsorbates on surfaces.

Because we wish to describe the adsorbate-metal interaction as accurately as possible,
the model potential which is used for this study also di�ers from that used in the
previous study, as it has been designed to allow for a more accurate representation of
the true potential energy surface, rather than being a minimal model.

The second key di�erence is that the previous study considered only the dynamics
of hydrogen, whereas this project involves the determination of the dynamics of both
hydrogen and deuterium, allowing us to quantify the di�erent e�ects which result in the
variation of the di�usion rates of the two adsorbates. This is a particularly interesting
problem because hydrogen and deuterium are chemically identical, and they should
therefore should bind to the surface in the same manner — any di�erence which arises in
the di�usion must be related to the quantum nuclear e�ects of the adsorbate, especially
if the change in di�usion is not simply explained by rescaling the mass of a classical
hydrogen atom.

2.4 Summary

In this section we described the motivation behind this project, surveyed some of the
existing experimental data, and mentioned how the development of new experimental
equipment has necessitated further study into this system. We then drew comparisons
between this work and previous work which was carried out within the group, describing
the key similarities and di�erences between the projects. In the following chapter we
will give a brief explanation of what is meant by di�usion, describe some of the di�erent
theoretical descriptions of di�usion, and we shall state how quantum di�usion di�ers
from classical di�usion.
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Di�usion

3.1 Introduction

Di�usive processes are all around us, playing important roles in chemistry and biology
— it is no exaggeration say that we depend on them to live: within the body, the
transport of materials across capillary walls, into and out of blood, occurs mainly by
di�usion (Sherwood, 2007). We do not only see examples of di�usion when we look
down the microscope: tea spreading out to fill a cup of water, and a cloud of smoke
expanding to fill a room are both everyday examples of di�usion which can be seen
with the naked eye.

There have been several equally powerful descriptions of di�usion over the years. From
the macroscopic viewpoint of Fick (1855), who showed how di�usion could be un-
derstood by considering concentrations of substance, through to the microscopic ap-
proaches of Einstein (1905) and Langevin (1908), who concerned themselves with the
motion of individual atoms/molecules, the study of di�usion has told us a lot about the
world. The studies of Einstein in particular, originally motivated by the observations
of Brown (1828), helped to guide experiment to some of the first experimental evidence
confirming the existence of atoms.

Most generally, di�usion refers to the tendency of matter to move from regions of high
concentration to regions of low concentration — this is the intuitive picture that we
have when we consider how smoke clouds fill a room. In the microscopic world, kinetic
theory tells us that this behaviour actually emerges out of the collisions with nearby
particles, but on the macroscopic system, we do not see these collisions, only their
e�ects. Due to the large number of degrees of freedom involved in modelling microscopic
scale di�usion, Langevin showed that these collisions can often be modelled through
the use of random variables – for this reason, the motion of di�using particles is often
described as “random”.

In this chapter, we shall give a very brief summary of the results of Fick, Einstein and
Langevin, who each contributed a di�erent way of viewing di�usive processes. This
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is then followed by an explanation of the di�erence between classical and quantum
di�usion, and how this can lead to (approximately) temperature independent di�usion.

3.2 Fick’s laws of di�usion

The macroscopic theory of di�usion is succinctly captured Fick’s laws (1855; 1995).
These laws show us that concentration gradients in an amount of substance gives rise to
di�usive fluxes, and that by considering these di�usive fluxes, we are able to determine
the concentration profile at all instances of time.

We begin with the first of Fick’s laws, which states that the di�usion flux, J, which is
the amount of substance flowing per unit area per unit time, is caused by the presence
of a gradient in the concentration, Ï, which acts to reduce it:

J (r, t) = ≠DÒÏ (r, t) (3.2.1)

i.e. there is a di�usive flux which acts to cause substance to flow from regions of high
concentration to regions of low concentration (with a rate proportional to how sharp
the concentration gradient is). The constant of proportionality in this equation, D, is
known as the di�usion constant.

We note that, while for a system at thermal equilibrium, there may be no net flux
because the concentration is macroscopically equal everywhere, locally there will still
be di�usive motion.

The second of Fick’s laws explains how the concentration of a substance undergoing
di�usion changes over time. This is more commonly known as the di�usion equation:

ˆÏ (r, t)
ˆt

= DÒ2Ï (r, t) . (3.2.2)

In the following two subsections we attempt to show how these two results are true.

3.2.1 Derivation of Fick’s first law

In order to see how Fick’s first law arises, we reproduce the excellent derivation of Berg
(1993).

We assume that, there are initially a collection of particles, with N (x) particles at x

and N (x + ”x) particles at x + ”x. As we evolve the system through time, we assume
that each particle has an equal probability of moving to either the left, or the right.
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If there is a surface/barrier at the mid-point between x and x+”x, which allows particles
to move freely, then, at the next timestep (t+ ”t), we expect N (x) /2 particles to move
across a barrier, from left to right — and N (x + ”x) /2 particles will move across from
right to left.

Therefore, the net number of particles which flow through the barrier, from left to right,
is

1
2N (x) ≠ 1

2N (x + ”x) . (3.2.3)

The flux, Jx, is the flow of this number of particles flowing through an area A in the
time period, ”t:

Jx = N (x) ≠ N (x + ”x)
2A”t

. (3.2.4)

Recognising that A”x = V (where V is the volume), and that Ï = N/V (i.e. a
concentration), we can rewrite Equation 3.2.4 as

Jx = ≠ (”x)2

2 (”t)
[Ï (x + ”x) ≠ Ï (x)]

”x
, (3.2.5)

which, if we replace (”x)2 /2 (”t) = D, for reasons which will be clear shortly, we arrive
at

Jx = ≠D
[Ï (x + ”x) ≠ Ï (x)]

”x
. (3.2.6)

The 1-dimensional form of Fick’s first law, may then be found by taking the limit as
”x æ 0:

Jx = ≠D
ˆÏ

ˆx
. (3.2.7)

Hence, the tendency of particles to move from regions of high concentration to low
concentration arises as emergent behaviour from the equal probability of a particle
being able to move along each spatial direction.

3.2.2 Derivation of Fick’s second law

Fick’s second law can be shown to form as a consequence of the first law (arising from
the equal probability of a particle moving along each direction), and the continuity
equation, which conserves the amount of substance.
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To show this, if we enforce that the flux out of a closed surface is equal to the rate
of change of amount of substance (there are no sinks or sources of particles), then the
continuity equation is

dN

dt
+
‹

S
J · dS = 0, (3.2.8)

where J is the flux of particles, dS is an infinitesimal vector which is normal to the
surface, and N =

˝
ÏdV , which is the amount of substance contained within the

volume enclosed by the surface.

By making use of the divergence theorem:

˚
V

(Ò · J) dV =
‹

S(V )
J · dS, (3.2.9)

we may transform into into the di�erential form of the continuity equation:

ˆÏ (r, t)
ˆt

+ Ò · J (r, t) = 0. (3.2.10)

Assuming Fick’s first law (Equation 3.2.1) to be true, we can substitute into the di�er-
ential form of the continuity equation (3.2.10) to arrive at Fick’s second law (Equation
3.2.2).

3.3 Einstein’s theory of Brownian motion

When considering the motion of particles which was observed by Brown (1828), Einstein
(1905; 1926) was able to determine their distribution functions — the results of his work
showed the relationship between the motion of Brownian particles, and the di�usion
laws of Fick.

While we do not reproduce the derivation, one of the key results that Einstein determ-
ined, was that the mean displacement of Brownian particles was proportional to the
square root of the time (between observations) — furthermore, this constant of pro-
portionality is related to the di�usion coe�cient. The central result of Einstein, can be
summarised in Equation 3.3.1:

d
+
r2 (t)

,

dt
= 2‹D, (3.3.1)

where r2 (t) is the squared displacement of the particle from its starting position, ‹

represents the dimensionality of the system (3 in our case), and D is the di�usion
coe�cient identified in Fick’s laws.

31



Chapter 3 Di�usion

This proves to be an important result, because, as we shall see (Section 6.12), the
mean squared displacement of particles is straightforwardly measured in a molecular
dynamics simulation, allowing for the di�usion rate to be determined through computer
simulation.

3.4 The Langevin equation

Following the work of Einstein, Langevin (1908) later derived an entirely new method
for modelling Brownian motion, based on stochastic variables. While Einstein’s work
focused on describing the distribution function of Brownian particles, Langevin took a
di�erent route, and was able to derive the equations of motion of the particles. He did
so by considering that the force on Brownian particles could be described as having
a balance between a viscous drag term (proportional to the particle’s velocity, with a
constant of proportionality, “, which depends on the viscosity of the suspending fluid),
and a stochastic “complementary force”, ÷, which represents the bu�eting of the particle
by other particles. This is expressed mathematically as:

m
d2r
dt2 = ≠“

dr
dt

+ ÷ (t) . (3.4.1)

In a later section (6.7.2), we shall use the Langevin equation of Equation 3.4.1 as a
means of providing temperature control in molecular dynamics systems, but we note
that its original purpose was to describe the motion of di�using Brownian particles.

The success of Langevin’s approach led to his work being described as providing “the
’F = ma’ of stochastic physics” (Lemons and Gythiel, 1997).

3.5 Di�usion and entropy

Di�usion can be thought of as arising as a natural consequence of the second law of
thermodynamics: i.e: di�usive motion increases the entropy (disorder) of a system. For
example, when a drop of ink di�uses throughout a glass of water, the dispersion of the
ink throughout the water occurs as the system goes from a highly ordered, to a more
disordered state.

It can be shown that the Einstein relationship of Brownian motion can also be derived
from entropic considerations: by starting with Boltzmann’s equation, and considering
the balance between a radial di�usional driving force which acts to increase the distance
of a Brownian particle as a function of time, and a viscous drag force which acts
against the motion of the particle, Neumann (1980) was able to show that the Einstein
relationship is able to be derived exclusively from the consideration of the entropy of
the Brownian system.
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Since the Langevin equation is known to be equally valid to the Einstein relationship
in the description of Brownian motion, we are justified in assuming that the Langevin
equation should also give rise to an increase in entropy. This should not be surprising,
because Neumann’s assumption that there is a balance between the di�usional driving
force and the viscous drag force (whose ensemble averages are equal) is a similar argu-
ment to that of Langevin, who balanced the viscous drag against the complementary
force in his equation.

3.6 Classical and quantum di�usion

In order to appreciate how the motion of hydrogen/deuterium moving across the nickel
surface di�ers at low temperatures to how it behaves at high temperatures, we should
take a moment to consider the mechanism behind quantum di�usion.

We know that, at higher temperatures, (the classical regime) the kinetic theory ap-
proach involving collisions with other particles works well to describe di�usion at the
microscopic level — we can also see through the laws of Einstein and Langevin how
these collisions lead to the macroscopic properties described by Fick. When considering
the motion of an atom moving along a surface, the di�usive process occurs through a
thermal “hopping” between sites. That is, the kinetic energy of the atom is su�ciently
high that it is able to overcome potential energy barriers, and move between di�erent
energy minima — while there may be periods where an atom is trapped inside a poten-
tial well for a short period of time, it is not long before it either gains kinetic energy due
to a collision, or the vibrational modes of the underlying surface lead to the creation
of a new low energy pathway (with the exact mechanism depending on the system of
interest).

As the temperature of the system decreases, we know that the thermal motion of
particles becomes “frozen out”, and classically the adsorbate no longer processes enough
kinetic energy to move over an energy barrier. Fortunately, at low temperatures, where
the quantum mechanical zero point energy becomes comparable with the size of the
energy barrier, and the delocalization of the particle becomes apparent, the particle is
able to tunnel through the energy barrier rather than going “over” it.

This means that there will be certain temperatures for which the di�usive motion will
be correctly described by classical mechanics, and there will be certain temperatures
where only quantum mechanics is able to provide an accurate description of the motion.
This change in di�usive regimes leads to a change in the temperature dependence of
the di�usion rate.

The di�usion rate is commonly related to the temperature, T , through the empirical
Arrhenius equation (Atkins and de Paula, 2006):
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D = A exp
3≠Ea

kBT

4
, (3.6.1)

where A is a constant, often known as the frequency factor, and Ea is the activation
energy associated with an energy barrier (kB is the usual Boltzmann constant).

When quantum motion becomes important, as previously stated, there becomes a
change in the temperature dependence of the di�usion rate — this may be interpreted
as a change in the activation energy required for a particle to move over a barrier. This
can easily be demonstrated by plotting what is known as the Arrhenius plot.

The Arrhenius plot can be created through plotting the logarithm of the di�usion rate
against the inverse temperature (Equation 3.6.2):

ln (D) = ln (A) +
3≠Ea

kB

4 3 1
T

4
. (3.6.2)

If there is a quantum mechanical change in the activation energy, then we would see
that there is no longer a single gradient which spans the whole temperature range. This
deviation from the Arrhenius equation is known as non-Arrhenius behaviour.

In order to determine at what point quantum e�ects may play a role, we may consider
the calculation of the thermal de Broglie wavelength, ⁄ (Atkins and de Paula, 2006):

⁄ = hÔ
2fimkBT

. (3.6.3)

Note that there is a dependence of both the temperature, as well as the mass (m) of the
particle on the de Broglie wavelength – this means that a decrease in either quantity
will increase the wavelength, and therefore increase the degree of delocalization of the
particle.

More specifically, in a bulk, if the thermal de Broglie wavelength becomes comparable
to the separation between neighbouring sites, then it is clear that quantum nuclear
e�ects need to be considered, because the particle will likely be su�ciently delocalized
for there to be a non-zero probability of tunnelling into this site.

3.7 Summary

In this chapter we have summarized how the works of Fick, Einstein and Langevin have
led to the development of the equations associated with di�usive processes. We note
that the Einstein relationship will play a particularly important role in the calculation
of di�usion coe�cients from molecular dynamics simulations. Finally, we ended this
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chapter with a discussion of the role of quantum mechanics on low temperature di�u-
sion, as well as how this process can lead to a deviation from the empirical Arrhenius
equation.

In the following chapter we shall explain how the interactions between hydrogen (or
deuterium) can be modelled, in order to calculate their energies of interaction, or the
forces interacting between them, in order to perform the dynamics calculations which
will allow us to calculate the di�usion.
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Hydrogen-Nickel Interactions

4.1 Introduction

The di�usion of an adsorbate is sensitive to the energy barriers which are encountered
as it moves along the surface. It is therefore crucially important that the underlying
interactions between the atoms of the surface and the adsorbate are described as ac-
curately as possible. Unfortunately, the most accurate methods often prove to be the
most demanding, and compromises sometimes have to be made based on the resources
which are available at the time.

This chapter provides a brief overview of two methods which may be used to model the
interactions of hydrogen/deuterium adsorbates on nickel surfaces — density functional
theory, and the embedded atom method. While density functional theory provides
an incredibly accurate (ab initio) description of the underlying interactions, it is also
computationally demanding, which makes the calculation of di�usion constants using
molecular dynamics incredibly time consuming. The embedded atom method is a
semi-empirical method, which proves to be the least accurate of the two methods, but
is significantly less demanding than density functional theory.

The interaction schemes described in this chapter are ultimately used to calculate
approximate potential energy surfaces (described in Chapter 5). These potential energy
surfaces may then used to perform molecular dynamics studies with similar accuracy
as direct application of the methods discussed in this section, albeit with significantly
reduced computational costs.

Throughout this chapter, no distinction shall be made between hydrogen and deu-
terium, as they share identical chemical properties.
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4.2 Ab initio materials modelling

4.2.1 The many-body problem

The properties of materials are (neglecting relativistic e�ects) determined by the Schrödinger
equation:

i~ˆ�
ˆt

= Ĥ�. (4.2.1)

The most obvious way of calculating atomic interactions, would therefore be to solve
the Schrödinger equation to find the many-body wavefunction,
� = � ({ri, i = 1, . . . , N} , {RI , I = 1, . . . , M} , t). In this case, the system being stud-
ied is composed of N electrons and M nuclei.

For our system of interest, the many-body Hamiltonian can be written as

Ĥ = ≠~2

2

A
Nÿ

i=1

1
me

Ò2
i +

Mÿ

I=1

1
mI

Ò2
I

B

+ e2

4fiÁ0

Q

a≠
Nÿ

i=1

Mÿ

I=1

zI

riI
+

Nÿ

i=1

Nÿ

j>i

1
rij

+
Mÿ

I=1

Mÿ

J>I

zIzJ

RIJ

R

b .

(4.2.2)

For all but the smallest systems, direct solution of the Schrödinger equation is im-
possible, owing to the large memory and computation requirements. In order to make
calculating properties of large systems from first principles computationally viable,
there are a number of approximations that can help to simplify the problem. Let us
start by describing one such approximation, the Born-Oppenheimer approximation,
which allows us to reduce the complexity of the problem significantly.

Henceforth, in order to simplify the equations, we make use of a system of units (atomic
units), such that e = me = ~ = 1/ (4fi‘0) = 1.

4.2.2 Born-Oppenheimer approximation

The Born-Oppenheimer approximation (Born and Oppenheimer, 1927) states that,
since the electrons are much less massive than the nuclei, the many-body problem can
be decoupled into separate Schrödinger equations for the electrons and the nuclei. From
the point of view of the electrons, the nuclei can be considered a collection of static
charges, and hence enter into the electronic Hamiltonian in the form of an external
potential. The resulting Born-Oppenheimer Hamiltonian (for the electrons) is given as

Ĥ =
ÿ

i

5
≠1

2Ò2
i + Vext (ri)

6
+ 1

2
ÿ

i,j,i ”=j

1
|ri ≠ rj | . (4.2.3)

37



Chapter 4 Hydrogen-Nickel Interactions

The external potential, Vext (ri) is simply the Coulomb interaction between the electrons
and nuclei. For such a collection of static nuclei, the nuclear Coulomb interaction
is simply a constant shift in energy and is therefore not included in the electronic
Hamiltonian above.

In the type of calculations we are considering, we concern ourselves with only the elec-
tronic ground state (which governs many material properties), and until path integral
molecular dynamics based methods are considered (Chapter 7), the nuclei are treated
classically. Such nuclei, when their dynamics are considered, will move under the in-
fluence of a potential which is generated by an electronic configuration which responds
instantaneously to a change in the nuclear configuration. This instantaneous response
of the electrons means that the solution of the time independent form of the Schrödinger
equation, rather than the time dependent form, can be sought. This is the basis of what
is known as Born-Oppenheimer molecular dynamics: for a given nuclear configuration,
a Schrödinger-like equation is solved to find the electronic ground state, the forces act-
ing on the nuclei due to such a configuration are calculated, and the positions of the
nuclei are evolved, the process then being repeated as necessary.

Because the Born-Oppenheimer approximation allows us to reduce the problem of solv-
ing the time dependent Schrödinger equation for both the nuclei and the electrons, into
one of solving the time independent Schrödinger equation for only the electrons, hence-
forth we shall replace � ({ri} {RI} , t) with Â ({ri}) to make clear this reduction in
complexity.

4.2.3 The variational method

The variational method (described in Springborg (2000); Thijssen (2007)) provides a
computationally convenient way of calculating energies which are consistent with the
Schrödinger equation (particularly the ground state). By recasting the problem as
a minimization problem, the variational method allows for a wide variety of compu-
tational algorithms to be employed, improving the e�ciency of quantum mechanical
calculations.

We note that the expectation value of the energy can be considered a functional of the
wavefunction, E [Â]. Because the ground state energy is, by definition, the lowest pos-
sible energy state of the system, any trial wavefunction can be chosen, and minimized
with respect to the free parameters of the wavefunction in order to calculate an upper
bound on the ground state energy, E0, provided that the constraint of orthonormality
is satisfied:

E [Â] = min
Â

ÈÂ| Ĥ |ÂÍ > E0. (4.2.4)

When the wavefunction is represented by a linear expansion of basis functions and
the size of basis sets increases, the wavefunction has greater freedom to accurately
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represent the true ground state wavefunction, and so the upper bound for the ground
state energy decreases. In the limit of the complete basis set, the minimization of the
energy functional gives the true ground state energy.

The variational method allows for the determination of reasonable ground state ener-
gies, even when the underlying wavefunction may be a poor approximation to the true
wavefunction.

4.2.4 Density Functional Theory: The Hohenberg-Kohn theorems

The Born-Oppenheimer approximation has justified the simplification of the nuclear
and electronic many-body problem to that of only the electrons. Unfortunately the
direct solution of the Schrödinger equation (to find the many-body wavefunction), even
for many electrons moving under the influence of an external potential, still proves to
be intractable due to the large number of degrees of freedom involved in the electron-
electron interactions. By seeking only the ground state, and making use of the work of
Hohenberg and Kohn (1964), the problem can be simplified further still.

The Hohenberg-Kohn theorems state that:

1. The ground state energy of a system of electrons is uniquely determined by the
ground state electron density.

2. The ground state electron density can be found by minimizing some energy func-
tional, E [n], with respect to the electron density.

In principle, this means that the calculation of the many-body wavefunction is unne-
cessary, and our e�orts should instead be focused on finding the ground state electron
density, n (r). This concept underpins the method known as density functional the-
ory. The reduction of the problem of finding a 3N-dimensional wavefunction into one
of finding a 3-dimensional electron density, with no loss of accuracy, is what makes
density functional theory so remarkable.

4.2.5 Density Functional Theory: The Kohn-Sham equations

While Hohenberg and Kohn laid the foundations for density functional theory by stating
that the ground state energy could be uniquely determined by the minimization of some
energy functional, E [n], it was not until the later work by Kohn and Sham (1965) that
the form of E [n] was determined and density functional theory could be applied as a
computational scheme. A brief overview of the method of Kohn and Sham is reproduced
below.

Under the Born-Oppenheimer approximation, the energy functional, E [n], is separated
out into two parts:
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E [n] = F [n] +
ˆ

Vext (r) n (r) d3r, (4.2.5)

where the first part of the energy functional, F [n], is a functional that depends only
on the electron-electron contributions to the energy, and the second term contains the
electron-ion interactions (which are in the form of a static external potential).

The electron-electron contribution (of Equation 4.2.5) is then further divided into three
parts:

F [n] = T [n] + 1
2

ˆ ˆ
n

!
rÕ" 1

|r ≠ rÕ|n (r) d3r d3rÕ + Exc [n] , (4.2.6)

T [n] is the kinetic energy contribution to the functional, the second term is the Hartree
potential (the potential generated by a collection of static charges), and Exc [n] is the so-
called exchange-correlation functional. This exchange-correlation functional contains
all of the many-body e�ects which are not accounted for in the rest of the functional.
Exchange arises due to the Pauli exclusion principle, and the requirement that any
wavefunction is anti-symmetric on the exchange of two electrons, while correlation
includes e�ects due to their correlated nature — that is to say, the e�ect that the
position of electrons will have on the other electrons in the system.

Unfortunately, although the work of Hohenberg and Kohn removes the need to calculate
the wavefunction in principle, the determination of the kinetic energy, T [n], proves to
be impossible without requiring some wavefunction-like objects. These wavefunction-
like objects (Âi) are known as the Kohn-Sham orbitals, which are fictitious, non-
interacting, single electron wavefunctions, and are constructed to be consistent with
the ground state electron density, n (r):

n (r) =
Nÿ

i=1
|Âi (r)|2 . (4.2.7)

After the introduction of these fictitious wavefunctions, the kinetic energy, T , can be
calculated in the usual way:

T = ≠1
2

Nÿ

i=1
Ò2Âi. (4.2.8)

This leads to a (semi-)complete description of the energy functional we seek to minimize,
where all of the unknown contributions to the energy functional are now packaged
together inside the exchange-correlation functional, Exc [n]:

E [n] = T + 1
2

ˆ ˆ
n

!
rÕ" 1

|r ≠ rÕ|n (r) d3r d3rÕ + Exc [n] +
ˆ

Vext (r) n (r) d3r. (4.2.9)
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Of course, there will be a di�erence between the kinetic energy of the true many-body
wavefunction, and the kinetic energy of the non-interacting Kohn-Sham orbitals — this
contribution to the energy has also been placed into the exchange-correlation functional.

It is important to note that both Hohenberg-Kohn theorems, and the Kohn-Sham
method are essentially exact. If the exchange-correlation functional were known exactly,
then density functional theory would give results (for the ground state) in complete
agreement with the solution of the Schrödinger equation. Unfortunately, the exchange-
correlation function is not known, and must instead be approximated.

With the energy functional known (and a suitable approximation for Exc chosen), the
ground state energy can be calculated by making use of the variational method, and
solving the Kohn-Sham equations (minimizing the energy functional):

5
≠1

2Ò2 + Ve�

6
Âi = ÁiÂi. (4.2.10)

Equation 4.2.10 introduces an e�ective potential, Ve� , which has the form:

Ve� (r) =
ˆ

n
!
rÕ" 1

|r ≠ rÕ|d
3rÕ + Vxc [n (r)] + Vext (r) . (4.2.11)

Before proceeding, we note that the minimization which solves the Kohn-Sham equa-
tions must take place under the constraint of orthonormality. i.e: the Kohn-Sham
orbitals must satisfy the condition

ˆ
Âú

i (r) Âj (r) d3r = ”ij . (4.2.12)

This means that the electron density must also conserve the number of electrons (and
therefore total charge of the system),

ˆ
n (r) d3r = N. (4.2.13)

All of the unknown quantities have now been packaged together in the exchange-
correlation potential, which is the functional derivative of the exchange-correlation
functional (with respect to the electron density):

Vxc [n (r)] = ”Exc [n]
”n (r) . (4.2.14)

To calculate the total energy of the system, we note that one cannot simply sum
together the Kohn-Sham eigenvalues, Ái, as this leads to a double counting of the
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Hartree term, and an incorrect accounting of the exchange-correlation energy. Instead,
the total energy is given by

E =
Nÿ

i=1
Ái ≠ 1

2

ˆ ˆ
n

!
rÕ" 1

|r ≠ rÕ|n (r) d3r d3rÕ + Exc [n] ≠
ˆ

Vxc [n (r)] n (r) d3r.

(4.2.15)

We note that the application of the Kohn-Sham equations requires both the electron
density, as well as the fictitious Kohn-Sham orbitals in order to be able to calculate the
energy. This requirement on both objects means that the Kohn-Sham equations must
be solved self-consistently. The Kohn-Sham orbitals must correspond to the electron
density which minimizes the energy functional. The requirement of self-consistency
gives rise to additional complications when applying the method, though discussion
of these complications is beyond the scope of this thesis (for details, see, e.g. Martin
(2008)).

4.2.6 Exchange-Correlation functionals

As previously mentioned, the functional form of the exact exchange-correlation func-
tional is unknown, and must be approximated. If the exact form of the exchange-
correlation functional were known, Hohenberg-Kohn theorem states that this would
be a universal functional which is equally valid for all systems. Unfortunately, since
we are required to approximate the functional, there will inevitably be systems for
which a given approximation may be better than another. The approximation of the
exchange-correlation functional is the largest source of error in density functional theory
calculations.

Commonly used approximations for the exchange-correlation functional are the local
density approximation and the generalized gradient approximation (although other ap-
proximations do exist).

Under the local density approximation (LDA), it is assumed that the electron density
may be treated locally as a homogeneous electron gas, and the exchange-correlation
potential depends only on the local electron density at a point (rather than including
any non-local terms or spatial derivatives of the electron density). The generalized
gradient approximation (GGA), is motivated by the fact that the electron density, in
general, may be inhomogeneous, and therefore subject to spatial variations. Under the
GGA, the exchange-correlation potential can be expanded (through the Taylor series)
into terms representing the local electron density and its gradients as a function of space.
(i.e: Vxc = Vxc

#
n (r) , Òn (r) , Ò2n (r) , . . .

$
). While the GGAs include terms involving

the first derivative of the electron density, the related Meta-GGAs also include second
order derivatives of the density. It is the presence of these gradients of the electron
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density which makes the computation of exchange-correlation energies using GGAs
more demanding than with the LDA.

The choice of the optimal (approximate) exchange-correlation functional is system de-
pendent, and no single exchange-correlation functional performs universally better for
all materials. The LDA is particularly suited to situations where the electron density is
relatively uniform, whereas GGAs tend to perform better where the electron density is
subject to more rapid spatial variations (such as the treatment of surfaces) (Thijssen,
2007).

Throughout this work, a GGA exchange-correlation functional, known as the rPBE
functional (Hammer et al., 1999) has been used. The rPBE functional is a revision of
the widely used PBE functional (Perdew et al., 1996), which has been adapted for the
study of adsorption energies and surfaces, and so is a natural choice for this work.

4.2.7 Periodicity and Bloch’s theorem

The combination of the Born-Oppenheimer approximation and density functional the-
ory has allowed for the ab initio calculation of the properties of materials to become
routine. When the system of interest is that of the bulk, the periodicity of the lattice
may be exploited, by making use of periodic boundary conditions. Periodic boundary
conditions allow for the accurate treatment of bulk systems, without requiring the large
number of atoms that would be necessary to reduce surface e�ects.

Under periodic boundary conditions, we now only need to calculate the properties of a
small repeating unit cell, while applying periodic boundary conditions to the electron
density/wavefunctions. This reduces the computational e�ort required to calculate the
properties of macroscopic solids tremendously.

Periodic boundary conditions can be achieved by making use of Bloch’s theorem (Kittel,
2005). The theorem states that: for a periodically repeating potential (as is the case
of a crystal (where V (r) = V (r + R))), the magnitude of the wavefunction must also
share the same periodicity as the potential: |Â (r)|2 = |Â (r + R)|2, where R represents
a translation vector for the lattice.

This leads to wavefunctions which can be expressed as Bloch waves,

Âi,k (r) = eik.rui,k (r) , (4.2.16)

where eik·r is a phase factor, and ui,k (r) is a periodically repeating function, which has
the same periodicity as the crystal, i.e: ui,k (r + R) = ui,k (r). Here, i is the orbital
index and k is a point in the first Brillouin zone of the crystal (the uniquely defined
primitive cell in reciprocal space).

The electron density also shares the same periodicity as the potential:
n (r) =

´ q
i

--Âi,k (r)
--2 d3k = n (r + R).
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4.2.8 The Pseudopotential Approximation

In addition to the various approximations and methods mentioned in this chapter so
far, there is another approximation which is commonly used in electronic structure
calculations, known as the pseudopotential approximation.

We begin by explaining the problem of an “all electron” approach: close to the nuc-
leus, where the Coulomb potential is strong, the condition of orthogonality between
the single electron wavefunctions results in rapid oscillations of the valence electron
wavefunctions (Springborg, 2000). This means that, in order to accurately describe the
valence electron wavefunctions, a large number of basis functions are required. In the
case of a plane-wave basis set, this means that higher kinetic energy plane-waves must
be included, as these are the ones which have a greater number of nodes.

Since valence electrons are the only ones which take place in chemical bonding, it is
the valence region, rather than the core region, which is of the most importance to
many of the properties of materials. For this reason, it is advantageous to replace the
Coulomb potential with a modified potential — a pseudopotential — which does not
seek to accurately describe the valence electron wavefunctions in the core region, but
instead is chosen to match exactly the wavefunctions in the more smoothly varying
valence region (resulting in smoother wavefunctions overall).

The use of a pseudopotential provides us with additional computational savings: they
not only allow for a reduction in basis set size due to more smoothly varying wavefunc-
tions, but also allow for the e�ect of the core electrons to be built into the potential
(eliminating the need for their explicit treatment) — these two e�ects work to reduce
the computational e�ort required, without a significant cost in accuracy.

4.2.9 Calculating forces: The Hellmann-Feynman theorem

The solution of the Schrödinger equation (or in DFT, the Kohn-Sham equations) allows
for the calculation for the total energy of the system. While this is an incredibly useful
property to be able to calculate, for many methods, such as geometry optimization
and molecular dynamics, the ionic forces are often also required. Fortunately, the force
acting on the ions of the system can be calculated by the application of the Hellmann-
Feynman theorem (Hellmann, 1937; Feynman, 1939).

The Hellmann-Feynman theorem is a general theorem which states that the derivative
of energy with respect to any parameter, ⁄, is equal to the expectation value of the
derivative of the Hamiltonian:

dE
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Âú dĤ
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L

. (4.2.17)
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From Equation 4.2.17, we see that forces on the ions may be calculated from the ex-
pectation value of the derivative of the Hamiltonian with respect to the ionic positions.
Conceptually, this makes sense, as in classical mechanics, F = ≠ÒV , therefore in
quantum mechanics: F = ≠Ò ÈEÍ = ≠

e
Â

---ÒĤ
--- Â

f
.

Although the Hellmann-Feynman theorem is commonly used to calculate the ionic
forces, its use is not restricted to only this case. For example, it may also be applied
to calculate the stress on the simulation cell. In this case, ⁄ is the component of
strain tensor of the cell, rather than the ionic positions. The stress tensor can then be
reduced to zero in order to calculate the optimum lattice constant for the material (see
Appendix A for details).

4.2.10 The CASTEP software package

All density functional theory calculations presented in this thesis were carried out
using the CASTEP software package (Clark et al., 2005). CASTEP is a periodic
DFT code, which uses a plane-wave basis set and pseudopotentials (as a means of
reducing the need for high frequency plane-waves required to describe the (chemically
inert) core electrons). All DFT calculations in this work made use of the “on the
fly” pseudopotentials which are generated at runtime when performing calculations
with CASTEP — these have been shown to have excellent agreement to the “all-
electron” treatment, where the core electrons are explicitly treated, rather than through
pseudization (Lejaeghere et al., 2016).

4.3 The Ni (111) surface

Before we move on to calculate the properties of nickel, we must first understand its
structure. Because nickel is a face centred cubic material, this means that the (111)
surface has ABCA.. stacking. This can be seen in Figure 4.3.1

Figure 4.3.1: The simulation cell for nickel, which exposes the (111) surface to the
vacuum. Because Ni is an FCC material, it has ABCA stacking.
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The lattice vectors for the simulation unit cell are defined such that a is aligned along
the x axis, the ab plane lies in the xy plane, and c lies along the z axis, i.e:

a =
3

aÔ
2

, 0, 0
4

(4.3.1)

b =
A

≠ a

2
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2
,
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Ô

3
2
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2
, 0

B

(4.3.2)

c =
1
0, 0, a

Ô
3
2

. (4.3.3)

The various layers are then defined such that they are evenly spaced along c. In
fractional space, the layers are defined as:

A = (0, 0, 0) (4.3.4)

B =
31

3 ,
2
3 ,

1
3

4
(4.3.5)

C =
32

3 ,
1
3 ,

2
3

4
. (4.3.6)

We note that a point in fractional space, s, may be expressed in Cartesian space,
through

x = hs, (4.3.7)

where h is a matrix of the cell vectors,

h =

Q

cca

ax bx cx

ay by cy

az bz cz

R

ddb , (4.3.8)

i.e: the columns of the h matrix are the cell vectors.

Throughout a simulation, there are often times when it is advantageous to work in
either fractional or Cartesian coordinates. In the interest of completeness, we note that
the fractional coordinates may be calculated from the Cartesian coordinates through

s = h≠1x, (4.3.9)

where the inverse of the cell vector matrix, h≠1, has as its rows, the reciprocal lattice
vectors (divided by 2fi):
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aú = 2fi

� b ◊ c (4.3.10)

bú = 2fi

� c ◊ a (4.3.11)

cú = 2fi

� a ◊ b (4.3.12)

where � is the volume of the cell, which may be calculated from the determinant of
the cell vector matrix.

4.3.1 Convergence testing

To ensure the accuracy of DFT calculations, there are a number of parameters which
must be adjusted until the calculations are suitably converged (that is, some quantity of
interest does not change by an appreciable amount when the convergence parameter is
changed). In practice no calculation is every fully converged (and some quantities may
converge faster than others) — though adjusting the various convergence parameters
does allow for the quality of a calculation to be improved on balance with the resources
available at the time. It should be noted that, because every convergence parameter
generally increases the computational cost of the calculations, systematic convergence
testing allows us to not only quantify the magnitude of errors in our calculations, but
also carry them out as e�ciently as possible. When performing convergence calcula-
tions, it is advantageous (for e�ciency reasons), if these calculations are carried out on
a small representative sample of the system of interest.

In CASTEP, the two primary convergence parameters which a�ect all results are the
basis set size (plane wave cut-o� energy) and sampling of the Brillouin zone (k-point
sampling density).

In addition to this, because our system of interest is a surface, and CASTEP makes
use of periodic boundary conditions, we also need to converge: the interslab spacing
(vacuum gap size), the number of layers that make up the nickel surface, and the
concentration of hydrogen on the surface (to determine the dilute limit).

The DFT calculations are ultimately used to calculate a potential energy surface (dis-
cussed in Chapter 5), along which the hydrogen dynamics can take place. For this
reason, the quantity of interest that is computed during convergence testing is the
binding energy:

Ebind = E (Ni + H) ≠ [E (Ni) + E (H)] . (4.3.13)

When calculating the binding energy, E (Ni + H) is the total energy of the nickel system
(bulk or surface, depending on the calculation) with a hydrogen atom placed 1.5Å
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above the topmost layer, E (Ni) is the total energy of the same system, but without
the hydrogen, and E (H) is total energy of the same simulation cell, but with only
the hydrogen atom. We note that, through translational invariance, the energy of the
system should not change if all atoms are translated throughout a simulation cell by
an equal amount.

4.3.1.1 Convergence of basis set size

Computationally, the wavefunction in DFT calculations is represented as a linear com-
bination of basis functions. From the variational principle, it is known that as the basis
set size increases, the upper bound for the estimate of the ground state energy tends
towards the true ground state energy. Therefore the basis set size should be increased
until the number of basis functions included is su�ciently large to accurately represent
the true (Kohn-Sham) wavefunction, and reproduce the correct ground state energy.

As previously stated, CASTEP uses plane-waves as its underlying representation of the
wavefunction, i.e:

Âi,k (r) =
ÿ

G
cG+k exp [i(G + k) · r] , (4.3.14)

where the i in the exponent is the imaginary number, and is not the orbital index,
cG+k are complex expansion coe�cients, and k is a point within the Brillouin zone of
the crystal.

In the plane-wave basis set, the G-vectors are reciprocal lattice vectors, these form a
discrete set with a particular maximum wavelength, commensurate with the size of the
simulation cell (smallest G). The maximum G (smallest wavelength) then defines the
size of the basis set (number of plane waves) for the cell. A convenient measure of basis
set quality is the cut-o� energy: Ecut = 1

2 |Gmax + k|2. This is the maximum kinetic
energy plane wave, beyond which the basis set is truncated. (By defining a maximum
cut-o� energy, rather than number of plane waves directly, a transferrable measure of
basis set quality is defined, rather than something which is dependent on the size of
the cell.)

In order to determine convergence, the binding energy for a hydrogen atom placed in
a bulk nickel system was calculated as a function of cut-o� energy. These calculations
were carried out using a relatively coarse 3x3x3 k-point grid and in all cases, the
geometry of the structure was kept constant. It was found that the change in the
binding energy reduces to 0.6 meV at a cut-o� energy of 725 eV (relative to a cut-o�
energy of 750 eV). A graph of convergence behaviour is presented in Figure 4.3.2.
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Figure 4.3.2: Change in binding energy for a hydrogen atom placed in a bulk nickel
system (with a 3x3x3 k-point grid) as a function of cut-o� energy. The energy change
drops to 0.6 meV at a cut-o� energy of 725 eV with all energies presented relative to
the 750 eV result.

4.3.1.2 Convergence of Brillouin zone sampling

As can be seen from Bloch’s theorem, when performing electronic structure calculations
of periodic systems, the wavefunction contains a reciprocal space dependent phase
factor. Therefore, in order to accurately calculate material properties, integration must
be performed over the Brillouin zone of the structure.

Brillouin zone sampling can be achieved in CASTEP by the widely used method
of Monkhorst and Pack (Monkhorst and Pack, 1976). Under the Monkhorst-Pack
scheme, the so-called k-points form a discrete grid of points which are evenly distrib-
uted throughout the Brillouin zone. The density of grid points/number of grid points
introduces another convergence parameter.

Following the Monkhorst-Pack scheme, the points in the Brillouin zone are given by

kprs = upaú + urbú + uscú, (4.3.15)

where aú, bú, cú are the reciprocal lattice vectors, and the position of the points are
given by the numbers up, ur, us, which are defined as

ur = (2r ≠ q ≠ 1) /2q, (r = 1, 2, 3, . . . , q) (4.3.16)
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where q is an integer which determines the number of points along a particular (recip-
rocal) direction.

Unlike the convergence of energies, which decrease monotonically with respect to cut-
o� energy (as per the variational principle), the convergence of energy with respect to
k-point density is not smoothly varying, and does exhibit oscillations as the dimensions
of the k-point grid are increased. The convergence behaviour of the binding energy with
respect to Brillouin zone sampling (fixed cut-o� energy of 400 eV) for the same bulk
system as was used for the cut-o� energy convergence is presented in Figure 4.3.3.
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Figure 4.3.3: Change in binding energy for a hydrogen atom placed in a bulk nickel
system (with a 400 eV cut-o� energy) as a function of k-point grid size. The convergence
of binding energy is not monotonic as k-point grid dimensions are increased: the zero
of energy is defined for 12x12x12 k-point grid. For a 7x7x7 grid, the energy di�erence
is 2.7 meV.

4.3.1.3 Preparing surface calculations: Bulk geometry optimization

The calculations used to determine the cut-o� energy and k-point sampling grid were
carried out on bulk systems. When performing the surface convergence calculations, in
order to determine the number of nickel layers, vacuum gap size, and concentration of
hydrogen on the surface, it is important that we begin with an accurate estimate for
the nickel lattice parameter (to ensure that all distances, such as interlayer spacings of
the surface, are reasonable estimates).

With the cut-o� energy and k-point grid dimensions determined (725 eV and 7x7x7 grid,
respectively), a variable cell geometry optimization (see Appendix A for details) was
then performed on the bulk nickel system to determine the lattice constant. The lattice
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constant was found to be 3.5549Å. For this lattice constant, the maximum component
of the stress tensor was reduced to 3.43 ◊ 10≠6 GPa. (By symmetry, the force on each
of the ions was zero).

This bulk structure used in all calculations was composed of 3 atoms (forming 3 layers),
and was oriented such that, as a vacuum gap is introduced above the topmost layer,
the (111) surface is exposed (ensuring the same k-point sampling in the surface plane
as the subsequent surface calculations).

4.3.1.4 Surface calculations: Convergence of vacuum gap size

The treatment of surfaces/non-periodic systems introduces additional complications
into the calculation of the electronic structure when using periodic boundary conditions.
When calculating the properties of systems which are not periodic in 3D space, the
systems must be separated by a suitable vacuum gap, in order to minimize interactions
between the periodic images of the system.

As the separation between periodic images is increased, the corresponding Brillouin
zone becomes compressed along the (reciprocal) direction. This means that, in order
to minimize the unwanted e�ect that periodic images have on the surface, sampling
should be carried out with k-point grids that contain only a single grid point along the
reciprocal direction normal to the surface. For this reason, a k-point grid of size 7x7x1
was chosen for the following convergence calculations. It should be noted that, as the
vacuum gap/number of layers of the surface is varied, the size of the Brillouin zone
also varies along the reciprocal direction normal to the surface. The variation in the
size of the Brillouin zone acts to change the equilibrium interlayer spacing of the nickel
surface as these parameters are varied.

As we have seen previously, when using a plane wave basis set, the number of basis
functions is dependent on the size of the cell. Hence, increasing the size of the cell (even
along one dimension), will act to increase the computational cost of the calculations
in plane wave DFT. Therefore, in the interest of e�ciency, the vacuum gap between
neighbouring cells should be increased until the property of interest (binding energies
in our case), does not change to within some suitable tolerance.

The change in binding energy for a hydrogen atom placed 1.5Å above a 4 layer thick
(111) nickel surface, as a function of vacuum gap size/interslab spacing is presented in
Figure 4.3.4 (725 eV cut-o� energy and 7x7x1 k-point grid). In all cases, the interlayer
spacing of the nickel surface is kept constant (we do not perform geometry optimizations
as the size of the vacuum gap is varied).
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Figure 4.3.4: Convergence of binding energy for a hydrogen atom placed 1.5Å above a
4 layer thick (111) nickel surface as a function of interslab spacing. The zero of energy
is defined for a 15Å spacing between neighbouring slabs. At 10Å, the change in energy
is less than 0.04 meV - this corresponds to a vacuum gap of 8.5Å above the H atom.

4.3.1.5 Surface calculations: Convergence of slab thickness

Breaking the periodicity of our system, through the introduction of a vacuum gap, in
order to treat surfaces, creates an additional parameter that must also be converged.
Since we necessarily lose the bulk-like behaviour that periodic boundary conditions
provides us (along one of the dimensions of our system), we must now ensure that we
include a suitable number of layers, in order to reproduce bulk-like behaviour in the
middle of our slab-like system.

When increasing the number of layers of our nickel surface, it should be noted that the
total energy will vary depending on which of the two surface layers are exposed to the
vacuum. The labelling of the surface layers is arbitrary (as the layers may be relabelled
and a translation performed within the simulation cell), but it must be ensured that
di�erences of energies are always calculated by comparing like with like.

The convergence of the binding energy with respect to the number of layers forming the
surface is given in Figure 4.3.5. These calculations were again performed by placing a
hydrogen atom 1.5Å above the topmost layer of the surface, with an interslab spacing of
6Å, a 725 eV cut-o� energy, and a 7x7x1 k-point grid. In these calculations “Layer A”
was always placed on the bottom layer, and the slab always preserved ABCA stacking
that is characteristic of the (111) surface of an FCC material (there was no centre of
inversion symmetry present) (Kittel, 2005). Again, the interlayer spacing of the nickel
surface was kept constant as the number of layers were increased.
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Figure 4.3.5: Convergence of binding energy as a function of number of layers, for a
hydrogen atom placed 1.5Å above a nickel (111) surface, with an interslab spacing of
6Å (4.5Å of vacuum above the H). The cut-o� energy was 725 eV, and the k-point grid
was 7x7x1. For 10 layers, the change in binding energy reduces to 1.8 meV.

4.3.1.6 Surface calculations: Concentration of H on surface

Our study of di�usion takes place in the dilute limit — where the surface hydrogen
does not interact with any hydrogen ions in nearby (image) cells. While the system
must still be treated in a periodic manner, we are able to determine the convergence
of binding energy as a function of hydrogen concentration by increasing the number
of repeats of the nickel surface (in the a and b directions), while keeping the number
of hydrogen ions fixed. For cases where the hydrogen concentration is higher, extra
care must be taken to ensure that the hydrogen-hydrogen interactions are correctly
accounted for.

Due to the discrete nature of k-point sampling, and the oscillatory behaviour of energy
convergence with respect to this parameter, the 1x1 surface calculation was repeated
several times with di�erent k-point sampling densities, such that binding energy dif-
ferences are calculated between the 1x1 supercell and larger supercells with equivalent
k-point sampling.

All calculations are carried out with a 10Å interslab spacing, 10 layers of nickel forming
the (111) surface (preserving ABCA stacking), and a 725 eV cut-o� energy.

In order to ensure a fair comparison between the true binding energies, constrained
variable cell geometry optimizations were first carried out on the nickel-only systems.
The constraints acted to fix the position of the middle layer of the nickel surface, and
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ensured that the cell vector (normal to the surface) did not compress to a more bulk-like
state. This process ensured that the e�ect of the di�erent k-point sampling densities
were always fully accounted for, with the surface lattice constants, and interlayer spa-
cing of the nickel slab able to vary. In all instances, the geometry optimizations were
performed until the maximum force was reduced to less than 2.5 ◊ 10≠2 eV/Å and the
maximum component of the stress tensor was less than 1 ◊ 10≠2 GPa.

With the optimal geometry of the nickel surfaces determined, a single hydrogen atom
was placed 1.5Å above the surface (above the same site of each supercell surface, such
that the binding energies were comparable), and a further geometry optimization was
performed with all cell vectors fixed, and the hydrogen atom constrained to move only
along a direction normal to the surface. For this geometry optimization, the hydrogen
position was varied until the force on the atom was reduced to 2.5 ◊ 10≠2 eV/Å.

Table 4.3.1 shows the binding energies as a function of the concentration for hydrogen
above the surface. For equivalent k-point sampling densities, we see that the change
in binding energy between the 1.0ML (1x1) coverage system and the 0.25ML (2x2)
coverage is 25.7 meV, but the di�erence between the 0.25ML (2x2) coverage and the
0.0625ML (4x4) coverage is 0.2 meV. Therefore the 0.25ML coverage system can be
considered to be a suitable approximation to the dilute limit.

Supercell size Equivalent k-point Binding energy �Ebind (meV)
(k-point sampling) sampling on (eV) (compared with

1x1 cell supercell size)
1x1 (k: 8x8x1) 8x8x1 -2.1681 -25.7 (2x2), -25.9 (4x4)
1x1 (k: 9x9x1) 9x9x1 -2.1839 -17.7 (3x3)
1x1 (k:10x10x1) 10x10x1 -2.1652 -20.0 (5x5)
2x2 (k: 4x4x1) 8x8x1 -2.1424 -0.2 (4x4)
3x3 (k: 3x3x1) 9x9x1 -2.1662 -
4x4 (k: 2x2x1) 8x8x1 -2.1422 -
5x5 (k: 2x2x1) 10x10x1 -2.1452 -

Table 4.3.1: Binding energies for a hydrogen atom placed above a 10 layer thick (111)
nickel surface (with a 10Å interslab spacing), as a function of the supercell size (con-
centration of hydrogen).

4.3.1.7 Summary of CASTEP calculation parameters

When determining the potential energy surface using CASTEP, the nickel surface was
composed of 10 layers (resulting in a binding energy di�erence of 1.8 meV between 10
and 13 layers). The interslab spacing was chosen to be 10Å (giving a change in binding
energy of 0.04 meV when compared to a 15Å spacing). It was shown that a concentra-
tion of 0.25ML coverage of hydrogen turns out to be a reasonable approximation to the
dilute limit. This concentration corresponds to a single hydrogen atom for every 2x2
supercell of the nickel surface. The di�erence in binding energy between a hydrogen
atom placed on a 2x2 surface and a one placed at an equivalent site on a 4x4 surface
was found to be 0.2 meV.
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A cut-o� energy of 725 eV was chosen to reduce the di�erence in binding energy to 0.6
meV (compared with a 750 eV cut-o�), and a Monkhorst-Pack k-point sampling grid of
dimensions 4x4x1 on a 2x2 supercell of the nickel surface was also chosen. This k-point
grid corresponds to an 8x8x1 grid on the 1x1 surface supercell, which has a di�erence
in binding energy of 2.9 meV when compared with the 10x10x1 sampling on the same
size supercell.

4.4 Embedded Atom Method

The embedded atom method (EAM) is a widely used, semi-empirical potential, designed
for the study of metal systems. The original EAM was created by Daw and Baskes
(1983; 1984), and is based on earlier “E�ective Medium Theory” (Nørskov and Lang,
1980) and “quasi-atom” approaches (Stott and Zaremba, 1980), all of which take inspir-
ation from the work of Hohenberg and Kohn (1964) which underpins density functional
theory. The EAM family of potentials has since been extended and reparameterized by
others for the study of a wide variety of systems (Daw et al., 1993).

The embedded atom method was designed to overcome the shortcomings of the pair
potentials which were available at the time. The use of volume dependent energies in
these pair potentials, which was required for the accurate modelling of elastic properties,
caused particular concern in the treatment of surfaces and systems involving defects.
Furthermore, it had been shown that the energy of a hydrogen atom in a transition
metal cluster could not be accurately represented using pairwise interactions, and so
necessitated the development of a many-body potential (Daw and Baskes, 1984).

In the embedded atom method, all atoms of the system are viewed as “impurities
embedded in a host comprising all the other atoms”. The total energy of the system
includes a sum over all of the “embedding energies”, Fi, and an additional (pairwise)
term which accounts for the core-core repulsion, „ij :

V =
ÿ

i

Fi (fl̄i) + 1
2

ÿ

i

ÿ

j ”=i

„ij (rij) . (4.4.1)

The embedding energy, Fi, is the energy required to place an atom i in the host electron
density, fl̄i . This host electron density is given by the sum of all of the other atomic
densities, fla

j :

fl̄i =
ÿ

j ”=i

fla
j (rij) . (4.4.2)

The particular form of the embedding energy functions, F (fl̄), pairwise interactions,
„ (r) and atomic densities depend on the particular form of the EAM potential used.
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Early parameterizations of EAM, suitable for H/Ni systems (such as: Daw and Baskes
(1984); Rice et al. (1990)), did not include analytic forms for the embedding energy
functions, and instead defined these functions numerically. Here we make use of the
“EAM5” potential, developed by Wonchoba, Hu and Truhlar (1995), which does provide
analytic forms for all of the various functions. EAM5 is an improvement on an earlier
(EAM4) parameterization of the potential (Truong and Truhlar, 1990), and is particu-
larly well suited for the study of the (100) Ni surface.

The individual atomic densities, fla, terms for Ni atoms are given by

fla
j (rij) = Nsfla

s (rij) + (N ≠ Ns) fla
d (rij) , j = Ni atom (4.4.3)

where N and Ns refer to the total number of occupied orbitals, and number of occupied
s- orbitals, respectively.

Similarly, for H, the individual atomic densities are

fla
j (rij) = exp (≠2rij/a0)

fia3
0

, j = H atom (4.4.4)

where a0 is the Bohr radius.

The Ni atomic densities of Equation 4.4.3 include spherically averaged s- and d- like
densities, which are based on calculations by Clementi and Roetti (1974):

fla
s/d (rij) =

-----
ÿ

–

C–R– (rij)
-----

2

/4fi, (4.4.5)

and

R– (rij) = (2’–)(n
–

+1/2)


(2n–)!
rn

–

≠1
ij exp (≠’–rij) . (4.4.6)

The values used for the calculation of the s- and d- like densities, n–, ’– and C–, are
reproduced in Table 4.4.1.
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– n– ’–

1
Å≠1

2
C–

4s
1 1 54.88885 -0.00389
2 1 38.48431 -0.02991
3 2 27.42703 -0.03189
4 2 20.88204 0.15289
5 3 10.95707 -0.20048
6 3 7.31958 -0.05423
7 4 3.92650 0.49292
8 4 2.15289 0.61875

3d
1 3 12.67582 0.42120
2 3 5.43253 0.70658

Table 4.4.1: Parameters used for calculation of the atomic density of Ni atoms, repro-
duced from Clementi and Roetti (1974)

The embedding energy function for Ni is given by

FNi (fl̄) =

Y
____]

____[

Afl̄ exp (≠–fl̄) + Bfl̄3 exp (≠—fl̄) + Cfl̄ exp (≠“fl̄) 0 Æ fl̄ Æ flc ≠ �

As (fl̄ ≠ flc)5 + Bs (fl̄ ≠ flc)4 + Cs (fl̄ ≠ flc)3 + Ds flc ≠ � < fl̄ Æ flc

Ds flc < fl̄

(4.4.7)

and for H:

FH (fl̄) = –H fl̄ exp (≠—H fl̄) . (4.4.8)

The repulsive pair potential is a simple Coulomb interaction,

„ij (rij) = C„Zi (rij) Zj (rij)
rij

, (4.4.9)

where Zi is the e�ective charge for atom i:

Z (rij) = Z0
1
1 + brc

ij

2
exp (≠arij) . (4.4.10)

In addition, the atomic electron-density contributions, fla
i , and the e�ective charges, Zi,

are multiplied by a smoothing function, s, which gives a smooth potential cuto�

s (rij) =
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ij
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rc < rij < rc + �

0 rc + � Æ rij

(4.4.11)
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All of the remaining parameters which define the EAM5 potential are given in Table
4.4.2.

fla
Ni Ns = 2 N = 10

FH –H = ≠70.5461 eVÅ3 —H = 6.9507 Å3

FNi

A = ≠126.5009308 eVÅ3 – = 0.3362141252 Å3

B = 6033.287109 eVÅ9 — = 11.02211666 Å3

C = ≠209.7682800 eVÅ3 “ = 51.76818085 Å3

As = ≠1.657208422 ◊ 1010 eVÅ15 Bs = ≠5.13226816 ◊ 108 eVÅ12

Cs = ≠4.377938 ◊ 106 eVÅ9 Ds = ≠19.23463058 eV
flc = 0.21 Å≠3 � = 0.01 Å≠3

„ C„ = 14.3888 eVÅ

ZH
Z0 = 0.1959 a = 1.7957 Å≠1

b = 3.2108 Å≠1 c = 1.0

ZNi
Z0 = 10.0 a = 1.8633 Å≠1

b = 0.8957 Å≠1 c = 1.0
s rc = 5.0 Å � = 5.0 Å

Table 4.4.2: EAM5 parameter set, reproduced from Wonchoba et al. (1995)

With knowledge of the potential now fully defined, the force on atom i can now be
calculated with

Fi = ≠

Q

a
ÿ

j ”=i
F Õ

i fl
aÕ
j +

ÿ

j ”=i
F Õ

jflaÕ
i +

ÿ

j”=i
„Õ

ij

R

b r̂ij . (4.4.12)

For the EAM5 potential, Wonchoba et al. (1995) give the lattice constant of nickel as
3.5211Å (though as we shall show, this is sensitive to the size of the simulation cell).

4.4.1 Notes on EAM5

The original motivation behind using the EAM potential was to investigate the e�ects
of the surface phonons of the nickel on the di�usion of hydrogen/deuterium along the
surface, within the potential energy surface (PES) approach (discussed in the following
chapter).

The EAM5 potential was designed for the study of hydrogen di�usion on the (100)
nickel surface, which exhibits a di�erent di�usion profile than the (111) surface, which
is the focus of this study. Unfortunately, Wonchoba, et al. state that the EAM5
potential proves to be inaccurate for the study of the (111) nickel surface, as well as the
bulk system. Two further parameterizations of the EAM potential, known as EAM6
and EAM7 (Wonchoba and Truhlar, 1996, 1998) were designed to correct some of the
flaws of the EAM5 potential, through the modification of the embedding functions
(Equations 4.4.7 and 4.4.8), in order to create a more general purpose potential energy
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function. The most significant change of the later potentials was to include a non-local
contribution to the embedding function of the hydrogen.

Unfortunately, the implementation of the more recent potential energy functions (EAM6
and 7) exhibited characteristics which did not inspire confidence in their suitability for
this project. Serious issues arose when considering the adsorbate dynamics: in particu-
lar, there was a high preference for the adsorbate to move into the subsurface layers of
the nickel surface, making the calculation of surface di�usion particularly challenging.
While the author does not rule out errors in the implementation, a substantial amount
of time and e�ort went into attempting to validate the implementation, and after find-
ing a number of errors in the original papers, the author was left with no alternative
but to abandon this path of inquiry.

Therefore, while it is known that the EAM5 potential may be less than ideal for the
study of di�usion of hydrogen along the (111) nickel surface, its inclusion in this work
is justified by virtue of the EAM family of methods being commonly used for the study
of hydrogen-metal interactions, and because many of the functional forms shown above
are unchanged in the later EAM6/7 potentials. Furthermore, while the EAM5 potential
may perform poorly for the calculation of hydrogen di�usion rates on the (111) surface,
it may still be used as a relatively inexpensive model for extending the PES approach
at a later date. Finally, it is hoped that by comparing the PES calculated using EAM5
with that of DFT, some of the shortcomings of the potential may be more clearly
quantified, hopefully leading to the possibility of improved potential energy functions
in the future.

4.4.2 Finite size e�ects

As with any finite ranged potential, it is important to ensure that the simulation
system is large enough to contain a su�cient number of atoms to correctly reproduce
the physical properties of the potential. When calculating the distance between pairs
of atoms within the EAM5 potential, periodic boundary conditions and the minimum
image convention (Section 6.9.1) were used. Fortunately, since the EAM potential
contains sums over all other atoms in the system, there are no H-H interactions across
neighbouring cells (unlike with DFT). Therefore, the size of the simulation cell should
be increased until it is large enough to contain all of the H-Ni and Ni-Ni interactions
accounted for within the range of the potential.

In what follows, the lattice parameter is initially chosen to be to be 3.5211Å, as given in
the EAM5 paper. Because including a vacuum gap is of no additional cost in an EAM
calculation (unlike with plane wave DFT), a large interslab spacing of 15Å is chosen,
in order to guarantee that there are no interactions between the surface and its images.
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4.4.2.1 Converging supercell size/number of layers

A series of energy and force calculations, as a function of both supercell size (number
of repeats in the a and b directions) and number of layers, were carried out. For these
calculations, the nickel atoms were all placed at their crystallographic sites, aside from
one atom (in the bottom layer), which was perturbed by 0.1Å along a, b and c, in order
to break the symmetry of the system (and avoid cancellation of terms in the potential).
The perturbed atom was always chosen such that it represented the same defect in each
of the simulation cells (the only thing that varied was the defect concentration).

In order to ensure that the system is large enough to contain all potential terms arising
from both the H and Ni interactions, the change in the binding energy was calculated
for a H atom placed 1.5Å above the nickel surface (at the same site), as well as the
change in the maximum force components in both the Ni-only system, and the Ni-H
system. For reference, the maximum force in the Ni-only system acts on the perturbed
atom, and on the H atom in the Ni-H system. The results of these calculations (with
7 layers of nickel) are presented in Table 4.4.3

Repeats along a/b �EBinding (eV) �F Ni+H
max (eV/Å) �F Ni

max (eV/Å)
1x1 ≠5.69 ◊ 10≠1 2.76 1.71
2x2 1.03 ◊ 10≠1 3.16 ◊ 10≠1 ≠1.62 ◊ 10≠1

3x3 2.54 ◊ 10≠3 4.46 ◊ 10≠3 ≠4.28 ◊ 10≠2

4x4 2.19 ◊ 10≠4 3.94 ◊ 10≠4 ≠4.02 ◊ 10≠3

5x5 2.16 ◊ 10≠6 3.86 ◊ 10≠6 ≠5.37 ◊ 10≠5

6x6 2.97 ◊ 10≠8 5.27 ◊ 10≠8 ≠7.32 ◊ 10≠7

Table 4.4.3: Convergence of change in binding energy and maximum force components
(for Ni-only and Ni-H systems), relative to an 8x8 supercell, as a function of supercell
size (number of repeats along the a and b directions). The results shown are for 7
layers, with an interslab spacing of 15Å, and with a H atom placed 1.5Å above the
surface (for the Ni-H systems). All results are presented to 3 significant figures.

The results presented in Table 4.4.3 are identical (to the precision given) for any number
of layers ranging from 4 to 28 (provided the same surface is exposed). If instead the
energy/force di�erences are calculated as a function of the number of layers (with a
fixed supercell size), relative to a 28 layer calculation, the only significant di�erence
occurs with the 1x1 system with 4 layers, where �F Ni

max is -3.58◊10≠3 eV/Å. (At 7
layers, this change reduces to ≥ 10≠10 eV/Å). This change has reduced significantly
for systems larger than the 1x1: for the 5x5 system, with 4 layers, �F Ni

max is ≥ 10≠10

eV/Å.

It is desirable for the nickel slab to reproduce bulk-like behaviour as we penetrate into
the slab. For this reason, as an additional test, the variation of energy per atom for a
5x5 bulk system was also calculated, with varying numbers of layers (multiples of 3 to
produce the correct layer stacking). For 3 layers, the energy change per atom, relative
to 27 layers, is ~20 meV, but this reduces to ~0.02 meV for 6 layers. Therefore, to be
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completely sure of producing the bulk-like behaviour in the slab system, 7 layers were
used.

4.4.2.2 Minimizing image interactions

In order to confirm the size of the vacuum gap/interslab spacing necessary to reduce
interactions between the nickel surface and its images under periodic boundary con-
ditions, the variation in energy as a function of vacuum gap size was calculated. In
this case, a 5x5 nickel supercell with 7 layers, and the same system also containing a H
atom (1.5Å above the surface, as before) were used. It was found that �ETot (relative
to a system containing a 25Å vacuum gap) decays to <0.1 meV for interslab spacings
of 7Å in both systems — therefore the simulation cell should be made large enough
that the H atom never gets closer than this distance.

4.4.2.3 Bulk nickel lattice constant using EAM5

With the knowledge of the supercell size and number of layers necessary to take account
of the finite range of the potential, the correct lattice parameter within the EAM5
method may be found by calculating the variation in the energy per atom/total energy
as a function of the lattice constant (see Figure 4.4.1). This calculation was carried
out with a 5x5 supercell and 6 layers (to produce the correct stacking order). The final
lattice parameter for bulk nickel was found to be 3.5208Å (to the same precision as was
given in the EAM5 paper).

3.5190 3.5195 3.5200 3.5205 3.5210 3.5215 3.5220 3.5225
Lattice constant (Å)

-4.428096

-4.428094

-4.428092

-4.428090

-4.428088

En
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to
m
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V
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Figure 4.4.1: Variation of energy per atom as a function of lattice constant for the EAM
potential (5x5 supercell with 6 layers). The lattice parameter is shown to be 3.5208Å.
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4.4.2.4 Determination of the (111) surface

In order to carry out a potential energy surface scan, and perform molecular dynamics
simulations of the surface, a geometry optimization was performed on the nickel surface,
composed of 7 layers, 5x5 repeats along the a and b directions, and a 15Å vacuum gap.
It is not strictly necessary to apply constraints to the system (as the presence of a large
vacuum gap will not cause the cell to compress with the EAM5 potential), although
these can be included without adversely a�ecting the final structure.

The geometry optimization acted to reduce the maximum force to less than 5 ◊ 10≠6

eV/Å, and reduced the maximum component of the stress tensor to less than 1 ◊ 10≠5

GPa.

Following the geometry optimization, it was found that the presence of the extra layer
acted to change the interlayer spacing as well as the lattice constant. The new lattice
constant (along the directions a and b) was found to be 3.5261Å (to the same precision
as in the EAM5 paper).

4.5 Summary

In this chapter we have seen how the interactions between hydrogen and nickel surfaces
may be calculated through the use of density functional theory, or the semi-empirical
embedded atom method. We have seen that density functional theory allows for the
ab initio calculation of the properties of materials, which would otherwise be infeasible
through the direct solution of the Schrödinger equation. This is achieved through a
recasting of quantum mechanics, designed specifically for the ground state, which treats
the electron density as the fundamental object, rather than the many-body wavefunc-
tion.

While density functional theory is a powerful scheme, its expense still limits the time
and length scales which are accessible in the study of dynamics. The embedded atom
method allows for the approximate treatment of hydrogen-metal interactions with a
significantly reduced cost when compared with density functional theory. The success
and e�ciency of the embedded atom method can be attributed to its many-body inter-
action, which places the (approximate) atomic charge density in a central role, through
the inclusion of embedding energy functions. These embedding energy functions are
designed to capture the e�ects of placing an atom within a charge density that is gen-
erated by all of the other atoms, leading to an accurate description of the mechanical
properties of metals.

While we shall see (in the following chapter) that the EAM5 potential is unsuitable for
the study of hydrogen di�usion along the (111) nickel surface, this should not detract
from the overall successes of the general method, or its suitability for the (100) surface
in which it was designed.
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Given the computational expense of long time (path integral) molecular dynamics stud-
ies, and the desire to model hydrogen-nickel interactions as accurately as possible, the
methods detailed in this section were used to generate approximate potential energy
surfaces (discussed in the following chapter), which may then be used to study the
adsorbate dynamics. To this end, the various convergence parameters for both density
functional theory and embedded atom method calculations have also been presented.
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Potential Energy Surfaces

5.1 Introduction

The concept of a potential energy surface (PES) plays an important role in condensed
matter physics and the study of chemical reactions. In theoretical chemistry, all chem-
ical reactions can be considered to take place on the potential energy surface which is
defined by the configuration of the atoms. For a particular reaction, there is a reaction
co-ordinate which defines a low energy pathway along the potential energy surface. The
study of reaction rates through transition state theory requires knowledge of the energy
minima along this reaction coordinate (describing the reactants and products), as well
as the transition state, which represents the highest energy state along the reaction
coordinate (Atkins and de Paula, 2006). The transition states of a chemical reaction
represent saddle points on the PES.

In this chapter, we present a method for approximating the potential energy surface of
hydrogen interactions with a static (111) nickel surface. By considering the dynamics
of an adsorbate moving along the potential energy surface, one is able to carry out
e�cient molecular dynamics studies which would otherwise be prohibitively expensive
when using the standard ab initio molecular dynamics method.

5.2 The adiabatic approximation

By exploiting the large di�erence in mass between the nickel ions and a hydrogen
adsorbate, we are able to bridge the gap in computational e�ort and accuracy between
first principles methods (such as DFT), and semi-empirical potential (such as EAM).
This mass di�erence allows us to make an approximation which brings us close to DFT
accuracy, but with a significantly reduced cost.

The rationale proceeds along the same lines as the Born-Oppenheimer approximation:
since hydrogen is relatively light when compared to the ions in the nickel surface, we
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may postulate that, for short periods of time, the nickel surface is static from the
point of view of the hydrogen adsorbate — there is an adiabatic separation between
the dynamics of the nickel surface and the hydrogen. If we are able to accept this ap-
proximation, we realise that in the ab initio molecular dynamics approach, most of the
time would be spent calculating the density for a surface which is relatively stationary.
Therefore, if we could somehow cache the energy/forces associated with the adsorbate-
surface interaction, as a function of the adsorbate position above the surface, we could
do away with many of the expensive electronic minimization procedures inherent in
DFT.

The associated storage of the energy as a function of the adsorbate position above
the fixed surface allows us to construct a potential energy surface, along which the
adsorbate moves. If the constructed PES is an accurate representation of the true,
adsorbate-surface interaction, then the dynamics of an adsorbate moving along the
calculated PES should agree with the dynamics generated using ab initio molecular
dynamics (under the same conditions, i.e. with constrained surface ions).

5.3 Determining the potential energy surface

Determination of the PES requires knowledge of the ground state nickel surface con-
figuration, which can be calculated by minimizing the enthalpy of the system, by the
process of geometry optimization (see Appendix A for details). When performing the
surface geometry optimization, it is important to ensure that the cell vector normal to
the surface is constrained, ensuring that the cell does not compress to a more bulk-like
state. After the optimal geometry of the nickel surface has been determined, we have a
suitable starting point for the calculation of the PES. (See Figure 5.3.1 for the surface
used in the DFT calculations).

We argue that the dynamics of the nickel-hydrogen system can be approximated by
an adiabatic separation of the nickel and hydrogen dynamics: i.e: the nickel surface
remains stationary over the timescales of the faster hydrogen dynamics. This adiabatic
separation implies that nickel ions does not have su�cient time to reconstruct at the
surface (local to the hydrogen position), and so we choose to constrain all of the nickel
ions to their minimum enthalpy configuration (in the absence of hydrogen) during the
PES determination procedure. At finite temperatures (less than the melting point),
the nickel ions should oscillate around their equilibrium positions, and constraining
the nickel ions to their equilibrium position allows us to calculate the average (ground
state) PES of any (small) thermal fluctuations of the nickel ions (neglecting any thermal
expansion, which would act to change the lattice constant, but not the fractional posi-
tions of the ions). Of course, the energy of the constrained system will be greater than
that of the optimized unconstrained system, since the presence of the hydrogen atom
above the surface will exert a force on the nearby surface atoms, acting to change their
local configuration.
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Of course, it would be impractical to calculate the energy of the hydrogen-nickel system
with the hydrogen at all possible positions in 3D space above the surface. Instead, we
direct our attention to accurately defining the PES in regions where the adsorbate will
spend most of its time — where it is bound to the surface — and approximate the lesser
visited regions of configuration space (in the vacuum region far above the surface).

In order to accurately define the PES, we place the hydrogen adsorbate at discrete
points in the surface plane (the ab plane) at a fixed height above the surface (along
c), and perform a series of constrained geometry optimizations, moving the hydrogen
normal to the surface (parallel to c), until we find the minimum energy. The result of
this procedure is to define the energies of the hydrogen over a grid of points which span
the surface plane. With the energies defined over a discrete grid, we are then able to
interpolate between the grid points in order to provide an estimate of the PES at all
positions in the surface plane.

In the case where surface contains several repeats of the unit cell, the number of equival-
ent data points can be reduced by placing the grid points along a subset of the surface,
corresponding to the area of the unit cell. It is possible to increase the e�ciency further
by restricting the data points to span the irreducible wedge of the surface, although
this process is more involved as it requires knowledge of the symmetry of the surface.

Figure 5.3.1: Top (left) and side (right) view of the nickel slab used for the DFT PES
calculations. Due to the symmetry of the slab, the H atom is only scanned along sites
in the bottom left quadrant of the (111) surface.

5.4 Fourier interpolation

Given a collection of values which are discretely sampled over the domain of a function
(such as energies over a grid of positions), there are a number of methods which can be
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used to interpolate between the sample points. When our target function (the unknown
function we seek to determine) is periodic in nature, as is the case for our PES, a
particularly natural choice is the method of Fourier (trigonometric) interpolation.

Fourier interpolation is centred around the application of the discrete Fourier transform
(see Press et al. (1986) for details). Physically, the Fourier transform acts to transform
a function/data set from the time domain into the frequency domain (although we
do not have to restrict ourselves strictly to these units). This transformation process
allows us to decompose a function into its fundamental frequencies, in order to perform
spectral analysis, or (in our case) construct an approximation to our target function
based on knowledge of the underlying frequencies.

Hn =
N≠1ÿ

k=0
hk exp (2fiikn/N) (5.4.1)

Algorithmically, the discrete Fourier transform takes a series of N (complex) input
values (hk, k = 0, . . . , N ≠ 1), which are evenly sampled across the (time) domain
of the target function, and transforms them into N complex coe�cients, (Hn, n =
0, . . . , N ≠ 1) (in the frequency domain), which represent the amplitude and phase of a
particular frequency. The transformations mapping k to time, and n to frequency are:
tk = k (”t) and fn = n

N(”t) .

The discrete Fourier transform is calculated across a discrete range of frequencies ran-
ging from f = ≠ 1

2(”t) to f = 1
2(”t) (the Nyquist frequency). When n runs over a positive

range, the periodicity of the Fourier transform ensures that n = 0 corresponds to the
zeroth frequency, n = 1, . . . , N

2 ≠ 1 correspond to positive frequencies, n = N
2 corres-

ponds to both the positive and negative Nyquist frequencies, and n = N
2 + 1, . . . , N ≠ 1

correspond to negative frequencies.

By making the symmetries of the Fourier transform explicit, we arrive at the following
equation for the inverse Fourier transform:

hk = 1
N

S

U
N/2ÿ

n=0
Hn exp (≠2fiikn/N) +

N≠1ÿ

n=N/2+1
Hn exp (≠2fiik (n ≠ N) /N)

T

V . (5.4.2)

If the hk are taken to be our energies at a series of grid points (evenly spaced along
one dimension of the unit cell), we can use the discrete Fourier transform to calculate
the Fourier coe�cients of the energies, which allows us to estimate the energy at any
point along this dimension, known as the Fourier interpolation potential:

h (x) ƒ 1
N

S

U
N/2ÿ

n=0
Hn exp (≠2fiinx) +

N≠1ÿ

n=N/2+1
Hn exp (≠2fii (n ≠ N) x)

T

V . (5.4.3)
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We note that by choosing the domain of x to be 0 Æ x Æ 1, it is straightforward to
calculate our PES in fractional coordinates, which ensures that a non-orthogonal PES
does not require any special treatment.

The gradient of the Fourier interpolation potential can also be calculated, which allows
for the determination of forces which are consistent with the interpolated potential:

dh (x)
dx

ƒ ≠2fii

N

S

U
N/2ÿ

n=0
Hnn exp (≠2fiinx) +

N≠1ÿ

n=N/2+1
Hn (n ≠ N) exp (≠2fii (n ≠ N) x)

T

V .

(5.4.4)

This process can straightforwardly be extended to multiple dimensions, allowing for
Fourier interpolation potential to be calculated at all points along our 2D surface (0 Æ
x, y Æ 1).

We note that, because the gradient (and therefore forces) are given in fractional coordin-
ates, these must be transformed into Cartesian forces in order to perform molecular
dynamics. The mapping of fractional forces to Cartesian forces is given by (Pfrommer
et al., 1997),

Fcart = h
1
g≠1Ffrac

2
, (5.4.5)

where we make use of the metric: g = hT h, and h is the matrix of the cell vectors
(where the lattice vectors are placed along the columns of the matrix).

5.5 Fourier interpolation potential energy surfaces

The method of Fourier interpolation is a general purpose one, and can be used for more
than simply interpolating over the minimum energies. When choosing to interpolate
over a surface of energies only, the calculated energies will be independent of the height
(c position) of the adsorbate — in a sense, we would have “flattened” our system
onto 2 dimensions, and would be enforcing that the adsorbate is always bound to the
nickel surface (at the height of minimum energy). By including additional levels of
interpolation (over spring constants and equilibrium heights), we are able to undo this
“flattening”, and create a PES which is more representative of the true adsorbate-
surface interaction.

Clearly, in the real system, we expect there to be some motion of the adsorbate away
from its minimum energy position. In order to include this motion in our calculations,
we choose to approximate the c dependence of the interaction with a harmonic potential
which acts to confine the adsorbate to the minimum energy surface. The reason for this
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choice is its simplicity and wide applicability — by the Taylor expansion, many func-
tional forms are able to be approximated by a quadratic form (for small displacements).
Rather than choose an arbitrary confining potential across the whole surface, and risk
over/underdamping the motion normal to the surface in some regions, we make use of
the output of the geometry optimization part of the PES determination to calculate
approximate spring constants at each point along the surface. Fourier interpolation
can then be used over these spring constants to introduce a smoothly varying, position
dependent, harmonic contribution to the potential.

In choosing the c dependence of the potential to be based on a harmonic interaction,
we must also define an equilibrium height for the minimum of energy at this particular
point. If we were to choose the same equilibrium height above the entirety of the
surface, this would lead to an artificial suppression of the motion along the direction
normal to the surface— again, introducing a “flattening” along one of the dimensions of
the system. Since the output of a geometry optimization provides us with a final height
of the adsorbate above the surface, we are able to repeat the interpolation process over
these values to introduce a position dependence on the height of minimum energy for
the harmonic contribution to our potential.

We now have a complete description of our Fourier interpolation PES. There is an
interpolation over energies, which represents the minimum energy (at a point (a, b)) of
a harmonic potential along c, and provides the force on the adsorbate in the (a, b) dir-
ections, and then there are two further levels of interpolation: over equilibrium heights
and spring constants, which allow for the determination of the harmonic contribution
to the final potential energy, and give rise to the c components of the force.

By construction, the Fourier interpolation potential is designed to approximate the
adsorbate-surface interaction at instances where the adsorbate is close to a static sur-
face. There is no attenuation of the force components in the surface plane as the
adsorbate rises above the surface, which is clearly unphysical. Furthermore, the ap-
proximation of the c dependence on the potential to be a harmonic interaction is likely
to be accurate for only small displacements away from the minimum of energy. There
will also exist a particular height (or range of heights) at which the interaction between
the adsorbate and the surface decays — this “roll-o�” is not included in our model. Fi-
nally, we note that the PES is constructed under complete adiabatic separation between
the dynamics of the adsorbate and the surface — as the mass of the adsorbate increases,
or the simulation length increases, this separation is likely to break down and this ap-
proximation will become worse (for a description of possible extensions to the method,
see Section 9.1).

5.5.1 Calculating spring constants

The geometry optimization along c (fixed (a, b) position) seeks to minimize the energy
along this direction, and provides us with not only the minimum energy and equilibrium
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height above the surface, but also the energy as a function of height E = E (x ≠ x0). By
choosing the functional form: |E ≠ E0| = 1

2k |x ≠ x0|2, approximating this relationship
as a harmonic interaction, we are able to estimate an e�ective spring constant at this
position.

The spring constant may be estimated by first linearizing the data, then performing
a least squares fit on the equation:


|E| = m |x|. Where, for simplicity, we have

chosen to shift our energies and spring constants such that E0 = 0 eV and x0 = 0 Å.
After performing the least squares fit on the linearized data set, the spring constant is
determined by the gradient of the fitted function: m =

Ò
1
2k ∆ k = 2m2. We make

reference to the explanation of least squares fitting given in Giordano et al. (2009).

The least squares fit, for a function y = mx + c, is that which minimizes the sum of
the squared residuals:

S =
Nÿ

i=1
[yi ≠ (mxi + c)]2 . (5.5.1)

The optimum fit can be found by setting ˆS
ˆm = ˆS

ˆc = 0, and solving the so-called normal
equations which result. This leads to the following equations for the gradient, m, and
intercept, c:

m = N
q

xiyi ≠ q
xi

q
yi

N
q

x2
i ≠ (

q
xi)2 , (5.5.2)

c =
q

x2
i

q
yi ≠ q

xiyi
q

xi

N
q

x2
i ≠ (

q
xi)2 . (5.5.3)

In our case, where c = 0, the equation for m, the gradient, reduces to

m =
q

xiyiq
x2

i

. (5.5.4)

Note that it is also possible to use the least squares method to fit a parabola to the
data directly, though this method requires more care due to the sensitivity of the spring
constant (curvature) to residuals far from the minimum of the curve.

5.5.1.1 Determining the quality of a least squares fit

The least squares method used to estimate the spring constant introduces an additional
source of error into the PES. To ensure the quality of the interpolated surface of spring
constants, it is important to verify that each of the lines of best fit represent good
approximations to a harmonic interaction.
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The coe�cient of determination, R2, is a measure of the quality of a line of best fit. Its
value represents the proportion of the total variation in the y variable of the data set
(when compared with the variation from the mean) that is accounted for by the line of
best fit (and therefore 0 Æ R2 Æ 1):

R2 = 1 ≠ SSE
SST . (5.5.5)

In the above, SSE is the value which is minimized when performing a least squares fit
is the error sum of squares. This represents a measure of the variation about the line
of best fit:

SSE =
Nÿ

i=1
[yi ≠ (mxi + c)]2 . (5.5.6)

SST is the total correlated sum of squares, which represents the variation of the y values
about their mean:

SST =
Nÿ

i=1
(yi ≠ ȳ)2 . (5.5.7)

5.6 Results: Calculated potential energy surfaces

The determination of the PES is a computationally demanding procedure, and the
number of data points used to fit the PES must be increased until convergence is
reached. In order to determine at which point convergence is reached, the minimum
energies, spring constants and equilibrium heights were calculated for validation set
of 16 data points (for both the DFT and the EAM calculations). The points which
make up the validation set were randomly generated points along the surface, and were
not used in any of the fitting procedures. To determine whether PES had converged
with respect to the number of data points, the di�erence between the results of the
interpolation process and the actual values at the validation points were computed.

For e�ciency reasons, the number of grid points along each dimension was chosen to
be a power of 2. There are no restrictions on the number of data points along each
dimension, but defining the grid points in this way meant data could be reused as the
number of grid points were increased.
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5.6.1 DFT (CASTEP) determined PES

5.6.1.1 Computational details

For convenience, the DFT calculation parameters, summarised in section 4.3.1.7, are
reproduced below.

All calculations were carried out with a 2x2 (111) surface of nickel (corresponding to
0.25 ML coverage when the hydrogen atom was added). The nickel surface was made
up of 10 layers, with an interslab spacing between neighbouring nickel surfaces of 10
Å. A cut-o� energy of 725 eV, and a 4x4x1 k-point sampling grid were chosen. The
calculations also used the rPBE exchange-correlation functional (Hammer et al., 1999),
as well as the runtime generated “on the fly” ultrasoft pseudopotentials.

For the initial geometry optimization that was used to determine the static surface,
the interlayer spacing of the nickel slab was able to vary, as were the cell vectors in the
surface plane (where |a| = |b|), but the cell vector normal to the surface was fixed. The
geometry optimization proceeded until the maximum force was reduced to 1.28 ◊ 10≠2

eV/Å, and the maximum component of the stress tensor was smaller than 5.82 ◊ 10≠3

GPa. This calculation resulted in |a| = |b| = 4.9975 Å, which corresponds to a nickel
lattice constant of 3.5337 Å.

For the determination of the PES, the constrained geometry optimizations started with
the hydrogen atom placed 1.5 Å above the surface. The associated geometry tolerances
where: changes in the energy per atom must be less than 1◊10≠6 eV, the force reduced
to less than 2◊10≠2 eV/Å, and position change of less than 1◊10≠4 Å. The requirement
of such small changes in the height of the adsorbate meant that forces were actually
reduced to be of the order ~10≠5 eV/Å.

5.6.1.2 Interpolation of energies

The interpolated surface of (relative) energies, calculated using a 16x16 grid is presented
in Figure 5.6.1, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.1.
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Figure 5.6.1: Relative potential energies of a single H atom, interacting with a 2x2
(111) Ni surface, calculated using DFT. The raw data (left), along with the interpolated
surface (right), for a 16x16 grid are presented. All energies are shown relative to the
global minimum.

Grid Size �E (eV) �Emin (eV) �Emax (eV) ‡ (�E) (eV)
1x1 ≠2.54 ◊ 10≠1 ≠5.96 ◊ 10≠3 ≠4.88 ◊ 10≠1 1.49 ◊ 10≠1

2x2 8.73 ◊ 10≠2 ≠1.03 ◊ 10≠3 3.14 ◊ 10≠1 1.28 ◊ 10≠1

4x4 3.14 ◊ 10≠3 ≠1.23 ◊ 10≠3 ≠7.79 ◊ 10≠2 3.03 ◊ 10≠2

8x8 ≠1.05 ◊ 10≠3 2.13 ◊ 10≠5 ≠4.19 ◊ 10≠3 2.27 ◊ 10≠3

16x16 ≠3.09 ◊ 10≠4 1.94 ◊ 10≠5 ≠1.84 ◊ 10≠3 6.83 ◊ 10≠4

Table 5.6.1: The statistics of the energy di�erence between the interpolated values and
the validation set, calculated using DFT. The mean energy di�erence reduces to meV
level for the 8x8 grid, and is reduced to the sub-meV level for the 16x16 grid (with a
sub-meV standard deviation).

5.6.1.3 Interpolation of heights

The interpolated surface of (relative) heights, calculated using a 16x16 grid is presented
in Figure 5.6.2, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.2. As would be expected, there is a direct relationship between the
potential energy and the binding height, which arises due to the atomic structure of
the surface (with lowest energy sites above the hollow sites of the surface).
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Figure 5.6.2: Relative binding heights of a single H atom, interacting with a 2x2 (111)
Ni surface, calculated using DFT. The raw data (left), along with the interpolated
surface (right), for a 16x16 grid are presented. All heights are shown relative to the
global minimum.

Grid Size �x0 (Å) �x0min (Å) �x0max (Å) ‡ (�x0) (Å)
1x1 ≠2.80 ◊ 10≠1 ≠4.84 ◊ 10≠3 ≠5.11 ◊ 10≠1 1.51 ◊ 10≠1

2x2 7.86 ◊ 10≠2 3.26 ◊ 10≠4 3.02 ◊ 10≠1 1.25 ◊ 10≠1

4x4 4.06 ◊ 10≠3 1.90 ◊ 10≠3 ≠6.67 ◊ 10≠2 2.60 ◊ 10≠2

8x8 1.85 ◊ 10≠4 2.34 ◊ 10≠4 4.30 ◊ 10≠3 2.11 ◊ 10≠3

16x16 1.07 ◊ 10≠4 7.37 ◊ 10≠6 6.91 ◊ 10≠4 3.12 ◊ 10≠4

Table 5.6.2: The statistics of the di�erence in equilibrium hydrogen height between the
interpolated values and the validation set, calculated using DFT.

5.6.1.4 Interpolation of spring constants

The interpolated surface of spring constants, calculated using a 16x16 grid is presented
in Figure 5.6.3, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.3.

The interpolated spring constant surface is less smooth than the corresponding energy
and height surfaces, especially in the regions above the low energy sites (corresponding
to the hollow sites of the surface). It is possible that these fine details are spurious
e�ects which emerge from the fitting procedure used to estimate the spring constants.
Since the variation in the spring constant is not significant in these areas, and the
coe�cient of determination is still relatively high, it is not expected that these details
adversely a�ect the dynamics of the adsorbate in a meaningful way. (The 16x16 grid
remains the preferred choice, over the more coarse grids, due to the improved statistics
when compared with the validation set).
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Figure 5.6.3: E�ective spring constants approximating the c dependent harmonic in-
teraction for a single H atom, interacting with a 2x2 (111) Ni surface, calculated using
DFT. The raw data (left), along with the interpolated surface (right), for a 16x16 grid
are presented.

Grid Size �k (eV/Å2) �kmin (eV/Å2) �kmax (eV/Å2) ‡ (�k) (eV/Å2)
1x1 ≠6.36 ≠1.20 ◊ 10≠1 ≠9.20 2.69
2x2 3.39 ◊ 10≠1 ≠2.33 ◊ 10≠2 3.68 1.74
4x4 ≠4.33 ◊ 10≠1 ≠5.19 ◊ 10≠2 ≠1.15 3.75 ◊ 10≠1

8x8 ≠1.60 ◊ 10≠1 3.00 ◊ 10≠2 ≠6.74 ◊ 10≠1 2.82 ◊ 10≠1

16x16 4.64 ◊ 10≠3 ≠7.95 ◊ 10≠3 4.55 ◊ 10≠1 1.76 ◊ 10≠1

Table 5.6.3: The statistics of the di�erence in spring constant between the interpolated
values and the validation set, calculated using DFT. The mean di�erence in spring
constant drops by two orders of magnitude as the grid dimensions increase from 8x8
to 16x16. Note the large standard deviations and maximum di�erences for grid sizes
smaller than the 8x8.

As a means of justifying the validity of the harmonic approximation used to estimate
the spring constants, the statistics of the R2 values are presented in Table 5.6.4, with
the position dependence of R2 shown in Figure 5.6.4. Note that the coe�cient of
determination is consistently above 0.977, regardless of the number of grid points for
which the spring constant is estimated.
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Figure 5.6.4: The position dependence of the coe�cient of determination, which was
used as a measure of quantifying the quality of the c dependent harmonic interaction.
Calculations modelled a single H atom interacting with a 2x2 (111) Ni surface using
DFT. (A 16x16 grid of points was used).

Grid Size R2 R2
min R2

max ‡
!
R2"

1x1 0.977 - - -
2x2 0.984 0.977 0.987 0.00403
4x4 0.988 0.977 0.999 0.00934
8x8 0.996 0.977 1.000 0.00668

16x16 0.998 0.977 1.000 0.00418

Table 5.6.4: The statistics associated with the coe�cient of determination (a measure of
the quality of the harmonic approximation used for the c dependence of the potential)
as a function of the number of grid points. These calculations were based on a least
squares fit to the results of geometry optimizations carried out using DFT.

5.6.2 EAM5 determined PES

5.6.2.1 Computational details

Again, we reproduce the EAM5 calculation parameters (summarised in section 4.4.2.4),
for convenience.

These calculations were carried out with a 5x5 surface of nickel (corresponding to 0.04
ML coverage when the hydrogen atom was added) — although it should be noted that
the EAM potential does not include a H-H interaction across neighbouring cells. The
nickel surface was made up of 7 layers, with an interslab spacing between neighbouring
nickel surfaces of 15 Å.

An initial geometry optimization was performed on the static nickel surface (in the
absence of hydrogen) in the same manner as the DFT calculations. Following the
geometry optimization, the maximum force was reduced to 4.18 ◊ 10≠6 eV/Å, and
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the maximum component of the stress tensor was 8.78 ◊ 10≠8 GPa. This calculation
resulted in |a| = |b| = 12.4668 Å, corresponding to a nickel lattice constant of 3.5261Å.

As with the DFT calculations, the constrained geometry optimizations used to determ-
ine the PES started with the hydrogen atom placed 1.5 Å above the surface. The
associated geometry tolerances where: changes in the energy per atom must be less
than 1 ◊ 10≠6 eV, the force reduced to less than 5 ◊ 10≠6 eV/Å, and a position change
of less than 1 ◊ 10≠6 Å.

5.6.2.2 Interpolation of energies

The interpolated surface of (relative) energies, calculated using an 8x8 grid is presented
in Figure 5.6.5, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.5. While the EAM5 PES shows better agreement to the validation
set than the DFT PES (using equivalently sized grids), there is little need to go beyond
the 8x8 grid in this case, as the changes in relative energies are well below the sub-meV
level by this point.

While the surface is qualitatively similar to the one calculated using DFT, it is observed
that the relative binding energies are much smaller in this case. (A maximum barrier
height of ~0.16 eV in EAM5, compared with ~0.6 eV using DFT).
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Figure 5.6.5: Relative potential energies of a single H atom, interacting with a 5x5
(111) Ni surface, calculated using the EAM5 potential. The raw data (left), along with
the interpolated surface (right), for an 8x8 grid are presented. All energies are shown
relative to the global minimum.
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Grid Size �E (eV) �Emin (eV) �Emax (eV) ‡ (�E) (eV)
1x1 ≠7.85 ◊ 10≠2 ≠4.01 ◊ 10≠3 ≠1.34 ◊ 10≠1 4.33 ◊ 10≠2

2x2 7.39 ◊ 10≠3 ≠1.52 ◊ 10≠4 7.75 ◊ 10≠2 3.61 ◊ 10≠2

4x4 6.74 ◊ 10≠4 ≠5.95 ◊ 10≠5 ≠8.85 ◊ 10≠3 5.34 ◊ 10≠3

8x8 ≠2.74 ◊ 10≠5 1.04 ◊ 10≠5 ≠4.96 ◊ 10≠4 2.21 ◊ 10≠4

16x16 ≠5.30 ◊ 10≠8 2.48 ◊ 10≠9 ≠1.90 ◊ 10≠6 6.57 ◊ 10≠7

Table 5.6.5: The statistics of the energy di�erence between the interpolated values and
the validation set, calculated using the EAM5 potential. By the 4x4 grid, the mean
energy di�erence is at the sub-meV level, but the maximum energy di�erence does not
decrease to the sub-meV level until the 8x8 grid.

5.6.2.3 Interpolation of heights

The interpolated surface of (relative) heights, calculated using an 8x8 grid is presented
in Figure 5.6.6, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.6.

Again, the EAM5 surface is qualitatively the same as the DFT surface, but the relative
binding heights are not as large as those calculated using DFT. (A maximum height of
~0.4 Å with EAM5, compared with ~0.6 Å with DFT).
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Figure 5.6.6: Relative binding heights of a single H atom, interacting with a 5x5 (111)
Ni surface, calculated using the EAM5 potential. The raw data (left), along with the
interpolated surface (right), for an 8x8 grid are presented. All heights are shown relative
to the global minimum.
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Grid Size �x0 (Å) �x0min (Å) �x0max (Å) ‡ (�x0) (Å)
1x1 ≠1.99 ◊ 10≠1 ≠1.23 ◊ 10≠2 ≠3.20 ◊ 10≠1 1.00 ◊ 10≠1

2x2 1.43 ◊ 10≠2 ≠3.69 ◊ 10≠4 1.78 ◊ 10≠1 8.24 ◊ 10≠2

4x4 7.52 ◊ 10≠4 ≠1.09 ◊ 10≠4 ≠1.43 ◊ 10≠2 8.11 ◊ 10≠3

8x8 ≠4.17 ◊ 10≠5 ≠1.63 ◊ 10≠5 ≠7.01 ◊ 10≠4 3.11 ◊ 10≠4

16x16 ≠1.03 ◊ 10≠7 ≠1.44 ◊ 10≠10 ≠4.02 ◊ 10≠6 1.49 ◊ 10≠6

Table 5.6.6: The statistics of the di�erence in equilibrium hydrogen height between the
interpolated values and the validation set, calculated using the EAM5 potential. The
8x8 grid calculated using EAM5 shows similar agreement its validation set as the 16x16
grid calculated using DFT.

5.6.2.4 Interpolation of spring constants

The interpolated surface of spring constants, calculated using an 8x8 grid is presented
in Figure 5.6.7, along with the statistics showing the quality of the interpolation (when
compared to the validation set) as a function of the size of the interpolation grid is
given in Table 5.6.7.

The interpolated spring constant surface is much smoother than the one calculated
using DFT (even when comparing grids with equivalent numbers of grid points). As
demonstrated in tables 5.6.3 and 5.6.7, the agreement with the validation set is similar
for the 8x8 fit using EAM5, as the 16x16 grid calculated with DFT. Therefore, like
with the energies and heights, there is little need to go beyond the 8x8 grid in this case.
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Figure 5.6.7: E�ective spring constants approximating the c dependent harmonic in-
teraction for a single H atom, interacting with a 5x5 (111) Ni surface, calculated using
the EAM5 potential. The raw data (left), along with the interpolated surface (right),
for an 8x8 grid are presented.
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Grid Size �k (eV/Å2) �kmin (eV/Å2) �kmax (eV/Å2) ‡ (�k) (eV/Å2)
1x1 ≠5.41 ≠0.945 ≠7.37 1.92
2x2 ≠2.38 ◊ 10≠1 ≠6.46 ◊ 10≠3 ≠3.37 1.71
4x4 ≠3.94 ◊ 10≠2 8.88 ◊ 10≠5 ≠5.18 ◊ 10≠1 1.89 ◊ 10≠1

8x8 5.84 ◊ 10≠3 1.08 ◊ 10≠3 1.65 ◊ 10≠1 5.13 ◊ 10≠2

16x16 2.00 ◊ 10≠3 1.83 ◊ 10≠4 1.63 ◊ 10≠1 4.90 ◊ 10≠2

Table 5.6.7: The statistics of the di�erence in spring constant between the interpolated
values and the validation set, calculated using the EAM5 potential. There is very little
to gain in going from the 8x8 to the 16x16 grid. The 8x8 grid calculated with the
EAM5 potential has a similar mean, and a better minimum, maximum and standard
deviation than the 16x16 grid generated using DFT.

The statistics of the R2 values used to determine the quality of the harmonic approx-
imation are presented in Table 5.6.8, with the position dependence of R2 again shown
in Figure 5.6.8. The coe�cient of determination is consistently above 0.989 regardless
of the number of grid points calculated, and furthermore, the position dependence on
R2 is also relatively smooth.
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Figure 5.6.8: The position dependence of the coe�cient of determination, which was
used as a measure of quantifying the quality of the c dependent harmonic interaction.
Calculations modelled a single H atom interacting with a 5x5 (111) Ni surface using
the EAM5 potential. (An 8x8 grid of points was used).

Grid Size R2 R2
min R2

max ‡
!
R2"

1x1 0.989 - - -
2x2 0.997 0.989 1.000 0.00469
4x4 0.999 0.989 1.000 0.00257
8x8 0.999 0.989 1.000 0.00164

16x16 0.999 0.989 1.000 0.00194

Table 5.6.8: The statistics associated with the coe�cient of determination (a measure of
the quality of the harmonic approximation used for the c dependence of the potential) as
a function of the number of grid points. These calculations were based on a least squares
fit to the results of geometry optimizations carried out using the EAM5 potential.
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5.7 Summary

The determination of approximate potential energy surfaces allows for the study of the
dynamics of light adsorbates on heavy surfaces, which may be prohibitively expensive
when using the conventional approaches — this is made possible by the assumption of an
adiabatic separation between the motion of the adsorbate and the surface atoms, as well
as the small number of degrees of freedom of the system of interest. Such a potential
energy surface may be represented using a combination of Fourier interpolation and
harmonic approximations, and parameterized in a relatively straightforward manner,
through a series of geometry optimization procedures. Of course, the parameterization
of a potential energy surface for a system with more degrees of freedom, or one where
the adsorbate is not simply bound to the system, is a more involved procedure, and
the methods described in this section will require modification.

In addition to describing the parameterization of the potential energy surfaces, methods
for analyzing the quality of the PES, through the comparison with a validation set of
data points, as well as making use of the statistics related to the least square fitting
procedure, were described.

Following the outline of the methods, potential energy surfaces for hydrogen on the
(111) nickel surface, calculated using density functional theory, and the EAM5 poten-
tial, were presented. It is clear that the EAM5 potential is unsuitable for the study
of hydrogen di�usion above the (111) surface, in agreement with the observations of
Wonchoba et al. (1995). Given that the EAM5 potential represents a poor model for
the interactions with the (111) surface, and because the DFT PES is significantly more
e�cient than using the EAM5 potential in the conventional manner, the EAM5 po-
tential (and its PES) will not feature in any of the forthcoming results — instead, all
following results/calculations will be carried out using the DFT PES.

In the following section, the method of (classical) molecular dynamics is presented.
Much of the underlying theory will also form the foundation for path integral based
molecular dynamics methods, which are discussed in Chapter 7.
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Molecular Dynamics

6.1 Introduction

Molecular dynamics (MD) is perhaps the most straightforward method of atomistic
simulation. Newton’s laws are used to generate trajectories which sample the phase
space of the system. From these trajectories we are able to calculate dynamical proper-
ties and/or ensemble averages of statistical mechanics. Its ability to calculate ensemble
averages has led to it being described as “statistical mechanics by numbers” by Maddox
(1988).

The success of molecular dynamics as a simulation technique can be attributed to its
simplicity, the wide number of properties it is able to calculate, and the fact that
information about the physical world can be gained which may be inaccessible through
experiment alone, due to the di�erence in time and length scales that simulation and
experiment are able to access (although recent advances in technology have allowed for
this gap to narrow). This allows, as is typical of computational physics, for molecular
dynamics studies to provide additional insight into the world, alongside traditional
theory and experiment.

Despite the simplicity of the underlying theory, the field of MD is not stagnant. Work is
still ongoing on algorithmic improvements, particularly with regard to the study of rare
events and determination of free energy surfaces (e.g. Chen et al. 2015; McCarty et al.
2016; Wu et al. 2016). For example, calculating the properties of rare events represents
a particular challenge for simulation, as the short time scales and small number of
atoms often means that the process in which we are interested may be unlikely to
occur in the duration of a typical simulation. Specialist techniques (which build on
the standard molecular dynamics methodology) have been developed to tackle some of
these problems (see also: Laio and Parrinello 2002; Miron and Fichthorn 2004; E et al.
2005).

This chapter addresses the underlying theory and methodology behind the molecular
dynamics approach. We begin with a review of the Hamiltonian formalism of classical
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mechanics, and follow this with a description of the Velocity-Verlet scheme that is
used to integrate the resulting equations of motion. The chapter then discusses the
ergodic hypothesis, which proves to be of fundamental importance in the calculation of
ensemble averages and time correlation functions. This is followed by a description of
the constant temperature (NVT, or canonical) ensemble, its properties, and some of the
common thermostatting methods which are used to sample from this ensemble. We then
move on to discuss the details of initializing simulations, and discuss the importance of
the equilibration period. This is followed by a description of some of the computational
details involved with simulating systems using periodic boundary conditions. Finally,
the chapter draws to a close with the details concerning the calculation of correlation
functions and their related properties (including the di�usion coe�cient).

6.2 Classical mechanics: Hamiltonian formalism

The laws of classical mechanics underpin the molecular dynamics method. Throughout
an MD simulation, the atoms/nuclei of the system are evolved through time according
to the equations of motion which satisfy Newton’s laws. For reasons that will become
clear in a later section (when we discuss path integral simulations), the Hamiltonian
formalism of classical mechanics provides an elegant framework in which to derive these
equations of motion.

In Hamiltonian mechanics (see e.g. Goldstein (1980)), the evolution of a classical
system is completely determined by the Hamiltonian which describes the system, H =
H ({qi, pi; i = 1, . . . , N} , t) — which is a function of the positions, qi and the momenta,
pi.

In order to define the Hamiltonian, we note that it may, most generally, be derived from
the Lagrangian, L, which describes the system (and therefore minimizes the action)
through the Legendre transform, which is given in Equation 6.2.1. (Where the qi are
the generalized coordinates of Lagrangian mechanics).

H =
ÿ

i

q̇i
ˆL

ˆq̇i
≠ L =

ÿ

i

q̇ipi ≠ L (6.2.1)

While it is not always necessary to go through such an involved process in order to
determine the Hamiltonian of the system, Equation 6.2.1 is provided to make clear
the link between the Lagrangian and Hamiltonian formalisms of classical mechanics.
We note that we shall return to Lagrangian mechanics, in the context of the principle
of least action, in Section 7.2.1, when we discuss how the path integral formalism of
quantum mechanics arises as an extension of classical mechanics.

Often, we find that the Hamiltonian may be written in the following way (which may
easily be seen when the Lagrangian is L = T ≠ V )
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H = T + V. (6.2.2)

Expanding out the kinetic energy, we may also express the Hamiltonian as

H =
Nÿ

i=1

p2
i

2mi
+ V (qi, . . . qN ) . (6.2.3)

From the Hamiltonian, we may now make use of Hamilton’s equations in order to derive
the equations of motion for the system:

dpi

dt
= ≠ˆH

ˆqi
(6.2.4)

dqi

dt
= ˆH

ˆpi
. (6.2.5)

We see that Equations 6.2.4 and 6.2.5 define the evolution of the positions and momenta
coordinates as a function of time. Therefore, the state of the system may be represented
by the coordinates, (q, p) — these coordinates represent points in what is known as
phase space.

As the system evolves in time, it may be considered to be exploring a 6N -dimensional
phase space, where the explorable volume of phase space is defined by the Hamiltonian
(or total energy) of the system. This concept of phase space exploration plays an
important role when considering the ergodicity of a molecular dynamics simulation.

6.3 Integrating the equations of motion: Velocity Verlet

With the equations of motion now known, we may consider how to evolve the system in
time. When performing molecular dynamics, the integration scheme that is employed
to evolve the equations of motion must satisfy important criteria. Throughout this
section, we make reference to the work of Frenkel and Smit (1996), who provide an
excellent description of the subtleties and requirements of integration schemes.

Of crucial importance are the time reversibility and therefore conservation of energy of
the integration scheme (since Newton’s laws are time reversible). Since any numerical
finite di�erence based integration scheme will su�er from both truncation and rounding
errors (with the amount depending on the details of the integration scheme used, as
well as the size of the timestep), our definition for energy conservation must simply
be that samples taken from a trajectory are su�ciently close to the true constant
energy surface in phase space, that ensemble averages calculated are consistent with
the microcanonical ensemble.
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This final point may be clarified: in order to guarantee that samples from a trajectory
following equations of motion arising from Hamilton’s equations are consistent with
the microcanonical ensemble, we require that our integration scheme is phase space
volume preserving: that is, the phase space volume enclosed by the constant energy
surface must remain the same during the evolution of the system. This means that the
evolution of the system from any point within the region of phase space that is bound
by the constant energy surface, must remain confined within this volume.

There is an additional constraint which defines a good integration scheme: in gen-
eral, the trajectory generated by most integration schemes will not exactly match that
of the true Hamiltonian — if the integration scheme is good, the trajectories it gen-
erates should approximately follow that of a pseudo-Hamiltonian, which is a small
perturbation of the original Hamiltonian. An integration scheme which follows the
pseudo-Hamiltonian is referred to as symplectic, which is a stronger condition than
simply being phase space volume preserving. Symplectic integration schemes are also
time reversible, energy conserving and phase space volume preserving.

One of the most widely used integration schemes (and the one used for this work), is
the Velocity Verlet algorithm (Swope et al., 1982). Velocity Verlet has the advantages
that it is symplectic, volume preserving, time reversible and conserves energy (provided
the timestep is reasonable, of course).

We begin with the Verlet algorithm (Verlet, 1967), which can be derived by taking the
Taylor expansion of the positions (both forwards and backwards in time):

r (t ± �t) = r (t) ± v (t) �t + 1
2a (t) �t2 ± 1

3!
...r (t) �t3 + O

1
�t4

2
. (6.3.1)

Addition of the forward and backward expansions, followed by rearranging, leads to
the Verlet integrator:

r (t + �t) = 2r (t) ≠ r(t ≠ �t) + a (t) �t2 + O
1
�t4

2
. (6.3.2)

The Verlet integrator (Equation 6.3.2) does not explicitly contain the velocities, these
can however be estimated from the centred di�erence, as

v (t) = r (t + �t) ≠ r (t ≠ �t)
2�t

+ O
1
�t2

2
. (6.3.3)

We note two issues with the standard Verlet algorithm (Equations 6.3.2 and 6.3.3):
firstly, the algorithm is not self-starting (since we require the positions at the previous
timestep to get the new positions). Secondly, the calculation of the velocities are not
carried out at the same timestep as the positions, leading to di�culties defining the
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kinetic energy (and therefore temperature), as well as the implementation of velocity
dependent forces.

The Velocity Verlet algorithm addresses both of these deficiencies and is given:

r (t + �t) = r (t) + v (t) �t + 1
2a (t) �t2, (6.3.4)

v (t + �t) = v (t) + 1
2 [a (t) + a (t + �t)] �t. (6.3.5)

This is most commonly carried out in two stages: first, we calculate the new positions
and half-timestep velocities:

v
3

t + �t

2

4
= v (t) + 1

2a (t) �t (6.3.6)

r (t + �t) = r (t) + v
3

t + �t

2

4
�t. (6.3.7)

Finally, we propagate the velocities to the full timestep (after calculating the new forces
(and therefore accelerations)) based on the new positions:

v (t + �t) = v
3

t + �t

2

4
+ 1

2a (t + �t) �t. (6.3.8)

Therefore, the complete Velocity Verlet algorithm is given by Equations 6.3.6, 6.3.7
and 6.3.8.

We note that in all integration schemes, the timestep required to accurately integrate
the equations of motion will be dependent on the highest frequency vibrational mode
present in the system. This may be determined by performing (for example), lattice
dynamics calculations, or through the (Fourier transformed) velocity autocorrelation
function (described in Section 6.12). It is also possible to perform microcanonical
(NVE) calculations with a range of di�erent timesteps and monitor the fluctuations of
the energy, in order to calculate the optimal timestep — beyond a certain point, the
dynamics will become unstable and will conserve energy poorly.

6.4 The ergodic hypothesis

With the underlying “mechanics” of the MD methodology specified, we now turn our
attention to the ergodic hypothesis, which provides the theoretical underpinning that
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allows for the calculation of time correlation functions and ensemble averages from
molecular dynamics trajectories.

We begin with ensemble averages: in order for such averages to be calculated from the
samples taken from an MD trajectory, we require that such samples are consistent with
the laws of statistical mechanics. For a system at thermal equilibrium, an ensemble
average may be obtained by averaging over many possible replicas of the system, each
of which has an equal probability of existing in one of the available microstates. This
means that the ensemble average is invariant to the order in which the averaging is
performed (and we do not need to sample from the microstates in any particular order).

While this concept naturally lends itself to a Monte Carlo approach, the ergodic hy-
pothesis states that, for a molecular dynamics trajectory which undergoes a fair and
unbiased sampling of the accessible phase space configurations, the time average of an
observable becomes equivalent to the ensemble average — such a trajectory is said to
be ergodic. This result can be expressed mathematically as

Ā = ÈAÍensemble , (6.4.1)

where Ā represents a time average of the quantity of interest, and ÈAÍensemble is the
ensemble average.

The ergodicity of a simulation is also important for the calculation of time correlation
functions. As we shall see in Section 6.11, the fair and unbiased sampling which defines
an ergodic trajectory means that, because a simulation is able to pass through all
possible starting points of a measurement of a dynamical process, a trajectory may be
split into multiple “chunks”, and time origin sampling performed in order to determine
the equilibrium time correlation function.

6.5 Ensemble sampling and the thermodynamic limit

In the absence of any non-conservative forces (i.e. those in which F ”= ≠ÒV ), the
evolution of the system specified by Hamilton’s equations (Equations 6.2.4 and 6.2.5)
(and integrated using the Velocity Verlet scheme) will conserve number of particles,
the volume of the simulation cell, and total energy (NV E). Assuming the trajectory
is ergodic, any ensemble averages taken from such a trajectory will be consistent with
the microcanonical ensemble of statistical mechanics.

In the thermodynamic limit (N æ Œ, with N/V = const), the averages calculated in
all statistical ensembles are equal (Tuckerman, 2010). Since our calculations will often
be far from the thermodynamic limit, we may instead choose to sample from a di�erent
statistical ensemble (often the one which most closely represents the lab conditions) in
order to more accurately calculate ensemble averages.
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The canonical ensemble is a common choice of statistical ensemble (and the one which
is used throughout this work). This ensemble conserves the (average) temperature
of the system, rather than energy, as well as the number of particles and volume of
the simulation cell, as before (NV T ). Other choices which are commonly used are
the isothermal-isobaric (NPT ) ensemble, isoenthalpic-isobaric (NPH) ensemble and
grand canonical (µPT ) ensemble. Other ensemble sampling techniques do exist, but
their use is more specialised (such as the isokinetic ensemble).

6.6 The canonical ensemble: Thermostatting

Performing molecular dynamics in the canonical ensemble requires the use of a ther-
mostat. The thermostat can be thought of as providing a reservoir for the system
to exchange energy with, providing a “constant” temperature and ensuring ensemble
averages are consistent with the canonical ensemble.

6.6.1 Temperature fluctuations in the canonical ensemble

When dealing with the canonical ensemble, it is important describe exactly what is
meant by “constant temperature”, and to distinguish the between the canonical and
isokinetic ensembles. Following the descriptions in Frenkel and Smit (1996); Glover
(2004), we shall attempt to show the magnitude of the temperature fluctuations inher-
ent in an NV T simulation.

At thermal equilibrium, the temperature of a classical system can be considered pro-
portional to the average amount of kinetic energy per degree of freedom available to
the system:

‹

2kBT = 1
2

Nÿ

i=1
miv̄2

i , (6.6.1)

where ‹ is the total number of degrees of freedom available to the system (for our
systems, this will be 3N , or 3N ≠ 3 when the centre of mass is constrained). This leads
to our definition for the instantaneous temperature of the system:

Tinst (t) =
qN

i=1 miv2
i (t)

‹kB
. (6.6.2)

In the isokinetic ensemble, the total kinetic energy for the system (1
2

qN
i=1 miv2

i ) is held
constant. As such, our measure of the instantaneous temperature is also held constant.
This does not correspond to the true canonical ensemble, since, in the canonical en-
semble, the Maxwell-Boltzmann distribution (Equation 6.6.3) should hold true for the
speed of each of the particles.
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f (v) dv = 4fi
3

m

2fikBT

43/2
v2 exp

1
≠mv2/2kBT

2
dv (6.6.3)

In order to calculate the fluctuations of the instantaneous temperature which are con-
sistent with the Maxwell-Boltzmann distribution/canonical ensemble, we should cal-
culate the mean squared deviation of the speeds squared (which are the only varying
quantity in the kinetic energy):

�
1
v2

i

22
=

=1
v2

i

22
>

≠
e
v2

i

f2
, (6.6.4)

where the averages (È. . . Í) are taken over an MD trajectory, i.e: simulation time (or
due to the ergodic hypothesis, these may also be ensemble averages).

This may be calculated as

�
1
v2

i

22
=

=1
v2

i

22
>

≠
e
v2

i

f2
=
´Œ

0
!
v2"2

f (v) dv´Œ
0 f (v) dv

≠
A´Œ

0 v2f (v) dv´Œ
0 f (v) dv

B2

. (6.6.5)

These take the form of standard integrals, for which the solution can be found in
Gradshteyn and Ryzhik (2007):

ˆ Œ

0
x2ne≠px2

dx = (2n ≠ 1)!!
2 (2p)n

Ú
fi

p
. (6.6.6)

The mean squared deviation of the speeds squared is then found to be

=1
v2

i

22
>

≠
e
v2

i

f2
= 15

3
kBT

mi

42
≠ 32

3
kBT

mi

42
= 6

3
kBT

mi

42
. (6.6.7)

This result may then be used to calculate the mean squared deviation of the temperature
(using the chain rule):

�T 2 =
Nÿ

i=1

C
ˆT

ˆ
!
v2

i

"
D2

�
1
v2

i

22
, (6.6.8)

leading to:

�T 2 =
Nÿ

i=1

5
mi

‹kB

62
6

3
kBT

mi

42
= 6N

3
T

‹

42
. (6.6.9)
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Hence we see that the temperature fluctuation is

�T

T
=

Ô
6N

‹
≥ 1Ô

N
. (6.6.10)

It can similarly be shown that the Hamiltonian energy of the system varies as ≥ 1/
Ô

N

(Tuckerman, 2010).

6.7 Thermostatting methods

Many di�erent thermostatting methods have been produced over the years, each with
their own strengths and weaknesses. Detailed discussion of the subtleties arising from
each method are beyond the scope of this thesis, but a brief summary of two di�er-
ent thermostats are presented: the deterministic Nosé-Hoover thermostat (Nosé, 1984;
Hoover, 1985), and the stochastic Langevin thermostat (Chandrasekhar, 1943).

The general idea for each thermostatting method is the same: to couple the system of
interest to a bath, with which it is able to exchange energy (in accordance with the
canonical ensemble), in order to preserve the average temperature of the system. The
bath can be thought of as a number of additional degrees of freedom, for which we do
not care about their explicit dynamics, only their e�ect on the system of interest. As
we are not interested in the dynamics of the bath degrees of freedom, in the interest of
computational e�ciency, the bath is often reduced to an average e�ect, or the minimal
number of additional degrees of freedom which are required to produce the correct
distribution functions.

6.7.1 The Nosé-Hoover thermostat

The Nosé-Hoover thermostat (Hoover, 1985) is a commonly used deterministic ther-
mostat, which is a reformulation of a thermostat originally proposed by Nosé (1984),
which allows a molecular dynamics trajectory to sample the canonical ensemble.

The general idea behind the thermostat was to introduce an additional degree of free-
dom into the simulation of the physical system, such that the microcanonical ensemble
sampling on the extended system are equivalent to sampling the canonical ensemble of
the physical system. In this way, the additional degree of freedom is viewed as the heat
bath which exchanges energy with the physical system.

Nosé began by proposing an extended Lagrangian, which introduces the additional
degree of freedom, s, and its associated “mass”, Q, which controls the coupling of
the physical system to this additional degree of freedom. This extended Lagrangian
(through the Legendre transform) can be transformed into the following Hamiltonian:
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H =
ÿ

i

p2
i

2mis2 + V (q) + p2
s

2Q
+ gkBT ln s. (6.7.1)

The Hamiltonian of Equation 6.7.1 introduces momentum conjugate to the additional
degree of freedom (ps), and is defined in terms of the so-called virtual variables (qi, pi,
t) which are related to the physical variables (qÕ

i, pÕ
i, tÕ) through the transformations

listed in Equations 6.7.2, 6.7.3 and 6.7.4. In the above Hamiltonian, g denotes the
number of degrees of freedom, which are either 3N or 3N + 1 depending on whether
are dealing with the virtual or physical variables.

qÕ
i = qi (6.7.2)

pÕ
i = pi

s
(6.7.3)

tÕ =
ˆ t dt

s
. (6.7.4)

It is straightforward to determine the equations of motion of the virtual variables using
Hamilton’s equations (noting that this also leads to equations of motion for s and ps).
From these equations of motion, and the transformations given above, we are able to
derive equations of motion for the physical variables as well.

Unfortunately, the transformation of the virtual Hamiltonian into one in terms of the
physical values does not produce a true Hamiltonian, as equations of motion cannot
be derived from it. Instead, this “Hamiltonian” only exists as a conserved quantity
during the course of the simulation (which may be used to monitor the suitability of
the timestep). The form of this “Hamiltonian” is not included in the interest of brevity.

The original Nosé thermostat had an unfortunate side e�ect: since it can be shown that
dtÕ = dt/s, we have a time scaling e�ect — there is a fluctuation of the real timestep
during the simulation, when we choose to work with the equations of motion for the
virtual variables. If we instead use the physical variables, then our dynamics are non-
Hamiltonian (though we do still have a conserved quantity which can be monitored).

The Hoover reformulation, which is referred to as the Nosé-Hoover thermostat is the
most commonly used form of the thermostat used today. The Nosé-Hoover thermostat
does not contain the unfortunate time scaling e�ect of the original Nosé thermostat.
By rescaling the equations of motion of Nosé’s virtual variables, and rewriting them in
a slightly di�erent form, Hoover was able to arrive at the following equations of motion:
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q̇i = pi

mi
(6.7.5)

ṗi = ≠ÒiV (q) ≠ ’pi (6.7.6)

’̇ =
C

ÿ

i

p2
i

m
≠ gkBT

D

/Q. (6.7.7)

The Nosé-Hoover equations of motion no longer require us to di�erentiate between
physical and virtual variables, hence we are able to drop the prime notation. Hoover
introduced the so-called friction coe�cient, ’, which is defined as ’ = ps/Q. In the
Hoover reformulation, g = 3N in Equation 6.7.7.

6.7.1.1 Non-ergodic behaviour and Nosé-Hoover chains

Unfortunately, while the Nosé-Hoover is an elegant mathematical result, and has many
desirable properties as a thermostat, it can be shown to have non-ergodic behaviour
(meaning that it does not sample the canonical ensemble) for the harmonic oscillator,
or for systems which are dominated by harmonic interactions. This behaviour was first
shown by Hoover (1985), who states that the non-ergodic behaviour arises from the
presence of additional conservation laws for the simulated system. This can clearly be
demonstrated by the presence of “holes” in phase space which are not sampled during
long time trajectories. This non-ergodic behaviour for strongly harmonic systems is
particularly a problem when we wish to include quantum nuclear e�ects using path
integral molecular dynamics based methods (for reasons which will become clear in
Section 7.4).

An extension to the Nosé-Hoover thermostat, known as Nosé-Hoover chains (NHC) was
later developed by Martyna et al. (1992). The NHC thermostat was designed to fix
the non-ergodicity problems of the original thermostat, and is commonly used for path
integral based simulations. The algorithm works by coupling the physical system to
a 1D chain of thermostats, rather than only a single additional degree of freedom (as
with the original algorithm).

Unfortunately, while the NHC algorithm often fixes the ergodicity problems, it is
in general di�cult to show that it rigorously produces the correct distribution func-
tions/ergodic trajectories, and its use therefore requires particular care. In addition, the
length of the chain required to sample the canonical ensemble introduces an additional
parameter into the simulations.

6.7.2 The Langevin thermostat

The Langevin thermostat (Chandrasekhar, 1943) is a stochastic thermostat, based on
the Langevin equation (Langevin, 1908; Lemons and Gythiel, 1997). The Langevin
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thermostat represents the balance of a frictional drift term (≠“mivi) and a stochastic
di�usion term (Ri). The net e�ect of these two terms is to bu�et the system, allowing
it to either gain or lose energy, ensuring the system is kept at a constant average
temperature, without explicitly needing to model the behaviour of the bath dynamics
through an addition degree of freedom.

The Langevin thermostat can be straightforwardly implemented in molecular dynamics
by modifying the force felt on each particle (at every timestep) in the following way:

Fi (t) = ≠ÒiV (t) ≠ “mivi (t) + Ri (t) . (6.7.8)

The force which arises from the thermostatting procedure is a non-conservative force,
hence the dynamics will be non-Hamiltonian.

In Equation 6.7.8, there is a damping rate: “ = 1/· , which is defined in terms of
the damping time, · . The damping time controls the coupling of the system to the
bath (and therefore the strength of the thermostat). As · æ 0, the stochastic term
in the thermostat dominates, and the dynamics produced are e�ectively Monte Carlo.
Therefore, when we seek to describe the short term dynamics, care must be taken not
to thermostat the system too strongly, else we risk destroying them. The damping
time, · , should ideally be chosen to be longer than the dominant vibrational period of
the system, in order to minimize any negative e�ects. The e�ect of · on the di�usion
coe�cient was demonstrated, for a Lennard-Jones liquid (Lennard-Jones, 1924, 1931),
by Bussi and Parrinello (2008).

As we can determine from the Maxwell-Boltzmann distribution, each component of the
random force, Ri, in Equation 6.7.8 is given by:

R–
i (t) =

Û
2“mikBT

�t
N (0, 1) = N

3
0,

2“mikBT

�t

4
, (6.7.9)

where – represents one of the Cartesian directions, and N
!
µ, ‡2"

is random number
drawn from a Gaussian distribution, with a mean of µ and a variance of ‡2.

We note that, because the Langevin thermostat is applied to each degree of freedom
separately, this thermostat is known as a local thermostat, which is compared to the
Nosé-Hoover thermostat which is a global thermostat, because it couples the entire sys-
tem’s kinetic energy to the auxiliary degree of freedom. Generally, global thermostats
are able to provide a much more gentle thermostatting procedure, but it is the author’s
opinion that this leads to an increase in the possibility of non-ergodic behaviour. An
interesting global version of the Langevin thermostat has been developed in recent years
(Bussi et al., 2007), although this version was not used for this work.

Applying the Langevin thermostat in conjunction with the Velocity Verlet integration
scheme presents us with a problem, however. The Langevin force at time t (Equation
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6.7.8) requires the particle velocity at time t, but in order to calculate the velocity at
time t (in Velocity Verlet; Equation 6.3.8), we require the force at time t!

Fortunately, substituting the velocity propagator (Equation 6.3.8) of the Velocity Verlet
algorithm into Equation 6.7.8 allows us to overcome this di�culty:

Fi (t + �t) =
C

1
1 + “�t

2

D 5
≠ÒiV (t + �t) ≠ “mivi

3
t + �t

2

4
+ Ri (t + �t)

6
. (6.7.10)

Finally, a note on the ergodicity of the Langevin thermostat: given a su�ciently long
trajectory, the random force term in the Langevin thermostat will almost certainly be
large enough to ensure that the system does not get trapped in a particular region of
phase space. For this reason, the Langevin thermostat will guarantee that the system
is ergodic. This proves to be a particular advantage when considering systems with
a large number of harmonic interactions (which is particularly true when using path
integral molecular dynamics based methods).

Because of the algorithmic simplicity of the Langevin thermostat, and its guarantee of
ergodicity, it was this thermostat which was chosen for the calculations carried out as
part of this work.

6.8 Initialization and equilibration

In general, we cannot ensure that our system will be initialized in a state of thermal
equilibrium (though, by choosing the initial positions and momenta carefully, we hope
that it is not su�ciently far from it). Therefore, before any observables are calculated,
it is crucial that the system has been given time to reach equilibrium, this is known as
the equilibration period.

For an NVT simulation, during the equilibration period, depending on initial conditions
of the system and thermostatting method used, there is likely to be an initial period of
thermal shock to the system, where the instantaneous temperature fluctuates wildly as
the thermostat acts to bring the system to the desired temperature. Once the system
has reached thermal equilibrium, we may expect temperature fluctuations Ã 1/

Ô
N , as

was demonstrated in Section 6.6.1.

Once our system has reached equilibrium, the initial conditions in which we prepared
our system should not a�ect the calculation of any ensemble averages — provided that
the trajectory is ergodic, of course. This arises out of the requirement that an ergodic
trajectory give a fair sampling of phase space configurations — hence, for such a tra-
jectory, the probability of reaching a particular point in phase space should not depend
on the starting point. When calculating dynamical properties, the initial state will of
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course a�ect the precise trajectory through phase space, and therefore the measure-
ment of time correlation functions, but provided that a trajectory is su�ciently long,
the presence of a decorrelation time associated with the trajectory allows for a sampling
over many time origins, and hence we should be able to produce the equilibrium time
correlation function.

Because MD simulations often require significant amounts of computing time, it is
advantageous to prepare the system as close to the equilibrium state as possible —
preparing the system in a state which is far from equilibrium will lead to an increased
equilibration time, acting to increase the cost of the calculation.

For simulations involving multiple atoms, the initial atomic positions are often chosen
to be at their crystallographic positions. In our case, because the simulations covered
in this work contain only a single H atom on a PES, we are free to place the adsorbate
at any position along the surface — although we note that the initial height should
always be chosen to be at, or close to, the minimum of the harmonic confining potential
along c, as the PES was constructed with the assumption that the adsorbate stay close
to this height throughout the simulation.

Finally, we choose to initialize any velocities/momenta from a Gaussian distribution
— for systems including more than a single particle, these should also be rescaled such
that the instantaneous temperature matches the target temperature, and that there is
no overall linear centre of mass momentum:

p–
i (t = 0) = N (0, mikBT ) , (6.8.1)

where, in Equation 6.8.1 we use the notation N
!
µ, ‡2"

to refer to a Gaussian distribu-
tion with mean µ and variance ‡2 . i.e. the standard deviation of the momenta should
be:

Ô
mikBT .

6.9 Periodic boundary conditions

As we have already seen in Section 4.2.7, the use of periodic boundary conditions
(PBCs) allows us to vastly reduce the computational requirements necessary to calcu-
late bulk properties. While the calculations used in this work focus on surface inter-
actions, it was felt appropriate to design the software with the inclusion of periodic
boundary conditions. Not only does this make the software more general purpose, but
it allows for the e�cient treatment of other potentials, e.g. EAM, which will hopefully
play a role in future work.

When performing molecular dynamics simulations under periodic boundary conditions,
the simulation cell is considered to be surrounded by neighbouring identical cells in all 3
dimensions. The particles in the neighbouring cells are images of those in the simulation
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cell; they move in lockstep with the simulation particles. (We do not actually need to
explicitly include these particles, only infer their e�ects).

Throughout a simulation, as a particle moves through one boundary of the simulation
cell, it should return through the opposite side of the cell. Equivalently, we can consider
that, as the particle leaves the cell, it is replaced by an image of the same particle,
which enters through the opposite face. (In the implementation of PBCs, we make use
of fractional coordinates, s, where 0 Æ si < 1, and map back to the unit cell with:
si Ω si ≠ floor (si)).

We note that, while the so-called “wrapped” coordinates are helpful for determining a
particle’s position within the simulation cell, for certain quantities, such as the mean
squared displacement (Section 6.12), we require that the “unwrapped” coordinates are
used. Failure to use these unwrapped coordinates when calculating the MSD e�ectively
means that the particle is only ever able to move as far away as the edge of the simulation
cell, before its position was remapped — leading to unphysical correlation functions.

We finish with a note of caution on the use of the PES with periodic boundary con-
ditions: while the PES method does not include interactions between atoms on the
surface, or their images, when we come to treat the atoms quantum mechanically, we
do have to ensure that the simulation cell is not too small. This is because, as we
shall see in 7.4, there is an interaction between the multiple replicas of the adsorbate.
This means that the simulation cell must be su�ciently large that the cyclic chain of
replicas is able to fully expand, without being artificially constrained by its images. In
practice, this means that, when the quantum mechanical delocalization of a particle is
thought to be large, we should ensure that our simulation cell is large enough to con-
tain repeats of the PES (this is of no additional cost to the calculation). In addition,
the presence of periodic boundary conditions means that, dependent on the size of the
box, there will be a maximum height that the adsorbate is able to displace away from
the surface, before it is attracted towards the other surface (causing the simulation to
become unstable) — again, the vacuum gap should be made large enough that this will
not cause issue.

6.9.1 Minimum image convention

The second component of our implementation of periodic boundary conditions involves
the calculation of distances between pairs of atoms (or points) within the periodic
system.

When calculating the distance/vector between pairs of particles (for example, when
calculating interactions), we make use of the minimum image convention. Under the
minimum image convention, the distance between two particles is always chosen such
that it is the smallest in the periodic system. That is, to calculate the distance between
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particles i and j, we choose the minimum distance between i (in the simulation cell)
and all of the possible replicas of j (including, of course, the one in the simulation cell).

For su�ciently inexpensive interatomic potentials, with large numbers of atoms, enfor-
cing the minimum image convention proves to be a relatively time consuming part of
the calculation — we make use of the e�cient algorithm described by Mezei (1992) to
carry out this procedure.

6.10 Centre of mass constraint

Although not relevant to molecular dynamics simulations carried out as part of this
work, for completeness it should be mentioned that, for systems involving multiple
particles, in order to ensure that there is no net drift for the system as a whole within
the simulation cell, the centre of mass constraint must be applied at every timestep.

In order to enforce this constraint, between each step of the Velocity Verlet algorithm
we rescale the forces such that there is no net force on the centre of mass of the system:

Fi Ω Fi ≠ 1
N

Nÿ

i=1
Fi. (6.10.1)

This process must be carried out after any additional (non-conservative) forces are
introduced into the system (such as additional forces due to thermostatting, e.g. Equa-
tion 6.7.8). The forces due to the interatomic potential should naturally sum to zero
(which, when using empirical potentials, means that the system should be su�ciently
large to ensure that all of the relevant interactions are included).

6.11 Correlation functions

We now move on from the consideration of simple ensemble averages, to the calculation
of dynamical properties, which are the focus of this work. In order to describe the
time dependent properties of a system, in molecular simulation, we often make use of
correlation functions. These are functions which allow us to determine the possible
cause and e�ect relationships which exist between properties of the system.

Although our use of correlation functions are in the context of time correlation func-
tions, the functions themselves may be used as a general purpose tool to determine
other types of correlation (e.g. spatial correlation), not only correlations in time.

Statistically, the correlation coe�cient between two properties, A and B, is defined as
(Allen and Tildesley, 1987)
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cAB = È”A ”BÍ
‡ (A) ‡ (B) . (6.11.1)

This may equivalently be written in terms of an unnormalized correlation coe�cient,
CAB = È”A ”BÍ. In Equation 6.11.1, ”A = A ≠ ÈAÍ, and the RMS deviation is the
usual: ‡2 (A) =

+
”A2,

=
+
A2,

≠ ÈAÍ2. The normalized correlation coe�cient, cAB,
varies between +1 and -1, with 0 representing no correlation.

In the case where the properties of interest are functions of time, i.e: A (t) and B (t),
the correlation coe�cient becomes a function of time; cAB (t), which can be produced
by calculating the correlation coe�cient of the two properties at di�erent times. What
the resulting correlation function tells us, is the e�ect that property A will have on
property B at some later time (the time lag between cause and e�ect).

Although the correlation function may be calculated in a number of di�erent ways,
if a molecular dynamics trajectory is both ergodic and significantly longer than the
correlation time of interest, we may use a single trajectory to determine the correla-
tion function — otherwise we should determine the correlation function from several
trajectories. (We note that it may still be beneficial to average over several correlation
functions, if the resources are available).

The ability to generate a correlation function from a single trajectory is possible be-
cause, for times longer that the correlation time, by definition, the system loses memory
of its initial conditions — for this reason, a su�ciently long trajectory may be broken
into several segments, each of which can be used to sample the correlation function.
The time origin of the correlation function can be therefore be shifted, and a number
of correlation functions can be averaged over, in order to improve the accuracy of the
calculated function. Here we make reference to Frenkel and Smit (1996); Tuckerman
(2010), for the method of calculating correlation functions from a single trajectory.

For a trajectory of length M timesteps, the trajectory may be broken into chunks of
length N , where N π M , and (N ≠ 1) �t represents the length of the correlation
function. The calculation of the unnormalized correlation function is then given by
Equation 6.11.2:

CAB (t = n�t) = 1
M ≠ n

M≠n≠1ÿ

m=0
A (m�t) B (m�t + n�t) . n = 0, . . . , N ≠ 1

(6.11.2)

It should be observed that, as the value of n increases, the number of sample points
used to compute the correlation function for the time interval n�t decreases, and
the correlation function becomes less accurate — this is the reason why we require a
significantly longer trajectory than the correlation time.
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In the case where A and B represent the same property, the correlation function which
is produced is known as an autocorrelation function. For autocorrelation functions,
the normalization condition reduces to: cAA (t) = CAA (t) /CAA (0) — hence, the max-
imum correlation of a property with itself occurs at the same time. Two particular
autocorrelation functions: the velocity autocorrelation function, and the mean squared
displacement, are commonly computed, and allow for the calculation of di�usion coef-
ficients from time correlation functions.

The velocity autocorrelation function is given by:

Cvv (t) = Èv (0) · v (t)Í . (6.11.3)

We may also, if we choose to, modify Equation 6.11.3 to calculate the velocity auto-
correlation function as an average over all of the atoms (usually within a particular
species). The average denoted by È. . . Í represents an averaging over trajectories, or
equivalently, time origin averaging from a long trajectory (calculated using Equation
6.11.2).

The velocity autocorrelation function is commonly measured in molecular simulation,
and it gives a measure of the e�ect that the interatomic forces have on the motion
of atoms in the system — for this reason, it can be used to determine the average
timescales between atomic collisions in the system, or alternatively the vibrational
modes of the system (through the Fourier transform) (Allen and Tildesley, 1987).

Finally, the mean squared displacement is given by:

Cxx (t) =
e
|r (0) ≠ r (t)|2

f
. (6.11.4)

This tells us, on average, how far a particle moves from its initial point during the length
of the correlation function, with the rate proportional to the di�usion coe�cient.

6.12 Calculation of the di�usion coe�cient

As mentioned in the previous section, the di�usion coe�cient may be calculated from
either the velocity autocorrelation function, or the mean squared displacement. The
relationship between these two correlation functions, and their theoretical equivalence
in the determination of the di�usion coe�cient is explained in Allen and Tildesley
(1987).

Allen and Tildesley state that there exist a number of transport coe�cients (such as
the di�usion coe�cient), which may be calculated from equilibrium time correlation
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functions. When the transport coe�cient can be calculated in this way, we have a
choice between two equivalent methods.

For a general transport coe�cient, “, there is the Green-Kubo relation, which is based
on the integration of an autocorrelation function:

“ =
ˆ Œ

0

e
Ȧ (0) Ȧ (t)

f
dt, (6.12.1)

or there is the equivalent Einstein relation, which may calculated by taking the gradient
of the mean squared di�erence of the time integral of the relevant observable:

2t“ =
e
(A (0) ≠ A (t))2

f
. (6.12.2)

We have already seen that Einstein showed that the di�usion coe�cient may be cal-
culated from the mean squared displacement (Equation 3.3.1), we now see that it may
also be calculated from the integral of the velocity autocorrelation function:

D = 1
3

ˆ Œ

0
Èv (0) · v (t)Í dt = 1

6t

e
|r (0) ≠ r (t)|2

f
. (6.12.3)

Typically, the velocity autocorrelation function shows that velocities are in a highly
correlated state for short periods of time, with this correlation decaying as a function
of time, leading to complete decorrelation in the long time limit. It is this long time
decorrelation behaviour which allows for the calculation of the di�usion coe�cient.

Unfortunately, both Allen and Tildesley (1987); Tuckerman (2010) state that the decay
of the tail of the velocity autocorrelation is slow (oscillating around the axis) with the
noise in this part of the autocorrelation function making the accurate determination of
the di�usion coe�cient numerically challenging. Furthermore, it is expected that, when
using long trajectories to calculate the autocorrelation function (rather than explicitly
performing the average over an ensemble of trajectories), because the statistics of the
autocorrelation become worse in the long time limit (due to the reduced number of
sample points), this problem will be exacerbated.

Instead, we choose to calculate the di�usion coe�cient from the mean squared displace-
ment, which appears to be a much more numerically well-behaved quantity than the
velocity autocorrelation function.

6.13 Summary

This chapter explained the theoretical background behind the (classical) molecular dy-
namics methodology. To summarise, trajectories may be generated from the integration
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of the equations of motion arising from Hamilton’s equations. These trajectories can
then be used to calculate ensemble averages or time correlation functions, provided
that the system is ergodic. In the absence of any external influences, the equations
of motions generated from the Hamiltonian will conserve energy — sampling the mi-
crocanonical ensemble, and so, in order to fix the average temperature of the system
(sampling from the canonical ensemble), the system should be coupled to a thermostat.

Throughout this work, the Langevin thermostat was used as the thermostat of choice
— its relatively straightforward implementation, as well as its guarantee of ergodicity
(provided the trajectory is long enough) make it an appealing method. Furthermore,
the direct link between the Langevin thermostat, and the Langevin equation describing
di�usion make it a particularly natural choice when studying di�usive processes. We do
note that particular care needs to be taken when choosing the Langevin damping time,
as short time values are expected to adversely a�ect the dynamics of the adsorbate.

Sections 6.11 and 6.12 showed how equilibrium time correlation functions (and therefore
the di�usion coe�cient) can be calculated from molecular dynamics trajectories.

In the following chapter we shall build on these concepts by extending the classical
molecular dynamics method to one in which the nuclei are treated as quantum particles.

101



Chapter 7

Path Integrals in Molecular
Dynamics

7.1 Introduction

The path integral formulation of quantum mechanics, developed by Feynman (1948;
2010), provides an alternative method of describing the motion of a quantum system
which is mathematically equivalent to the approaches of Schrödinger and Heisenberg.
The utility of the method lies in its intuitive picture of the motion of objects, which
makes clear the link between the classical laws of motion and the newer quantum
laws. Furthermore, the path integral method provides a useful utility in that it can be
employed as a means of extending the classical molecular dynamics method to include
many of the key quantum mechanical properties associated with the nuclei (including
zero point motion and tunnelling).

This chapter begins with a review of the principle of least action and its relation-
ship to both classical and quantum mechanics. This is followed by a brief description
of the properties of the path integral and the relationship between the imaginary time
propagator and the density matrix — leading to the classical isomorphism which allows
quantum nuclear e�ects to be straightforwardly added to molecular dynamics simula-
tions. We then move on to discuss the conventional path integral molecular dynamics
(PIMD) method, which allows for the calculation of quantum ensemble averages. This
is then followed by the details of an extension to PIMD, known as centroid molecu-
lar dynamics (CMD), which allows for the calculation of approximate quantum time
correlation functions. Finally, we end with the details of a some commonly calculated
properties in path integral based molecular dynamics simulations.
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7.2 From classical to quantum mechanics

7.2.1 The principle of least action and classical mechanics

The principle of least action plays a fundamental role in the development of the path
integral method of quantum mechanics, and additionally makes clear the link between
classical and quantum mechanics (as described by Feynman). In order to illustrate this
link, let us first begin by reviewing the motion of a classical object, as described by
Lagrange (summarised in many books, e.g. Goldstein (1980)).

The laws of classical mechanics can be derived from the statement that the trajectory
which a classical object follows, is that which minimizes some quantity, known as the
action — this is known as the principle of least action.

In order to determine the path of least action, we must first define the action, which is
the time integral of the Lagrangian functional:

S =
ˆ t

b

t
a

L (x, ẋ, t) dt, (7.2.1)

where the Lagrangian is (most commonly) defined as the di�erence between the kinetic
energy and the potential energy, L = T ≠ V .

The action (Equation 7.2.1) is functional of the position (which itself is a function of
time), and therefore evaluates to a constant (single number) for a given path. The
notation S [x (t)] is henceforth used to make it completely clear that the value for the
action depends on the chosen path, which itself is a function of time – not that the
action itself has explicit time dependence.

Following the definition of the action, the classical trajectory, x̄ (t), can therefore be
found by determining the path for which the action does not change (to first order) for
small variations in the path. i.e:

”S = S [x̄ (t) + ”x (t)] ≠ S [x̄ (t)] = 0. (7.2.2)

The e�ect on the action due to a small change in the path (at a particular time) is then
given as:

S [x (t) + ”x (t)] =
ˆ t

b

t
a

L (x + ”x, ẋ + ”ẋ, t) dt (7.2.3)

=
ˆ t

b

t
a

5
L (x, ẋ, t) + ”x

ˆL

ˆx
+ ”ẋ

ˆL

ˆẋ

6
dt (7.2.4)

= S [x (t)] +
ˆ t

b

t
a

5
”x

ˆL

ˆx
+ ”ẋ

ˆL

ˆẋ

6
dt. (7.2.5)
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By using integration by parts on the final term, we arrive at the following expression
for the variation in the action:

”S =
5
”x

ˆL

ˆẋ

6t
b

t
a

≠
ˆ t

b

t
a

”x
5

d

dt

3
ˆL

ˆẋ

4
≠ ˆL

ˆx

6
dt = 0. (7.2.6)

If the end points of the path are fixed, i.e: ”x (ta) = ”x (tb) = 0, then the first term
disappears, and since ”x can take any value along the path, we recover the well known
Euler-Lagrange equations:

d

dt

3
ˆL

ˆẋ

4
≠ ˆL

ˆx
= 0. (7.2.7)

Thus, application of the principle of least action leads to the equation of motion de-
scribing classical objects.

7.2.2 Extension to quantum mechanics

While in classical mechanics there is a single physically meaningful path which arises
from the principle of least action, in the path integral formulation of quantum mech-
anics, all possible paths between two fixed end points are important because they all
contribute to the total probability of observing a particle (at the end point, given that
it was at a particular starting point).

The contribution, „, which is associated with each of the paths, is:

„ [x (t)] Ã eiS[x(t)]/~, (7.2.8)

where S [x (t)] is the classical action for the particle traveling along the path x (t). We
note that the contribution is a complex number, and therefore has both a phase and
an amplitude associated with it. The relative phase of each contribution (for a given
path) represents its deviation from the classical path of least action. Where, from the
principle of least action, we know that the action will not change significantly for paths
close to the classical one.

The total probability amplitude (or wavefunction) of a particle which starts at point
x (ta) = xa and ends up at point x (tb) = xb, moving unobserved between these points,
is denoted by Â (xb; xa). The calculation of this wavefunction requires summing the
contributions of all paths (known as the path integral), where each path contributes to
the total with equal weighting, but di�ering phase.

It is the di�ering phases of the path contributions which give rise to the quantum
mechanical nature of motion. The presence of a phase associated with each contribution
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allows for constructive interference between paths which are close to the classical path
of least action, and destructive interference of paths which are far from the classical
path.

Loosely speaking, under the path integral picture of quantum mechanics, a particle
moving unobserved between two points can be considered as following all possible paths
simultaneously. If the particle is observed at the intermediate positions, then of course,
the quantum mechanical e�ects are no longer apparent (corresponding to the collapse
of the wavefunction).

7.3 The path integral

Before we consider how the path integral may be formed, we take a moment to consider
how it may be motivated. If we consider the well known double slit experiment, it is
known that there are contributions to the wavefunction (and therefore the probability
of finding a particle) from each of the two slits. In the path integral picture, if the
paths from the source to the screen are constructed by straight lines, the probability
of finding a particle at any point along the screen will be found by considering the
contribution to the total wavefunction from only two paths. Mathematically, if there
are wavefunctions Â (1; x) and Â (2; x) for the particles traveling through holes 1 and 2
(respectively) and being observed at x, then the total probability of finding the particle
at position x on the screen, is given by P (x) = |Â (1; x) + Â (2; x)|2.

As described by Zee (2010), we can see that what Feynman did in constructing the path
integral was to essentially generalize the double slit experiment to a problem involving
an infinite number of screens with an infinite number of holes. Rather than having a
single screen with two alternate paths, one could imagine first having a single screen
with N holes, then adding M intermediate screens between the source and the detector
(summing the wavefunctions of a particle traveling through every possible combination
of the holes separately to get the total wavefunction) and finally letting both the number
of holes and the number of screens tend to infinity. In this case, the approximation of
only allowing paths constructed of straight lines becomes exact and the discrete sum
becomes a path integral.

Mathematically, Feynman defines the wavefunction via the path integrals as

Â (xb; xa) = lim
NæŒ

N
ˆ

. . .

ˆ
„ [xb; xa] dx1dx2 . . . dxN≠1, (7.3.1)

where Equation 7.3.1 corresponds to a path integral which is a multidimensional integral
over the paths, where time has been divided into N sections. (We do not integrate over
the beginning and end points, x0 and xN , because they are fixed in position). Here, N
is a normalization constant which depends on the number of time slices.
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If we absorb the constant of proportionality in Equation 7.2.8 into the normaliza-
tion constant, N , then we can consider the contribution of a path to be: „ [xb; xa] =
exp {iS [xb; xa] /~}, where the action is the classical action (Equation 7.2.1) of the
particle passing through all possible points from xa to xb, which connected by straight
lines. As the number of time slices tends to infinity, the path integral in Equation 7.3.1
reproduces the exact wavefunction.

A more elegant way of writing this same path integral is shown in Equation 7.3.2,
where the normalization constant has absorbed into the new notation (i.e: Dx (t) =
N dx1dx2 . . . dN≠1):

Â (xb; xa) =
ˆ x(t

b

)=x
b

x(t
a

)=x
a

„ [xb, xa] Dx (t) =
ˆ x(t

b

)=x
b

x(t
a

)=x
a

exp
;

i

~S [xb; xa]
<

Dx (t) . (7.3.2)

Finally, we note that the property Â (xb; xa) is a wavefunction (or probability amp-
litude), but is often referred to as either a kernel or a propagator for reasons which will
become clear in the next section. This propagator represents the evolution of a particle
moving from point xa to point xb (given that it moves unobserved between these two
points).

7.3.1 Path integrals with variable starting points

In the previous section we described how the path integral may be used to determine
the wavefunction associated with a particle whose initial and final positions were well
defined. In order to determine the wavefunction associated with finding a particle at a
particular position (and time) when we don’t necessarily know where the particle was
to begin with, we may extend the path integral approach:

Â (x, t) =
ˆ

K
!
x, t; xÕ, tÕ" Â

!
xÕ, tÕ" dxÕ. (7.3.3)

Equation 7.3.3 shows that the wavefunction associated with finding a particle at po-
sition (x, t) is given by the summation (over all starting points) of some propagator,
K (x, t; xÕ, tÕ), operating on a wavefunction, Â (xÕ, tÕ). In this equation, K (x, t; xÕ, tÕ)
represents the probability of a particle being located at point (x, t), on the assumption
that it was originally at point (xÕ, tÕ). In this case, we note that the integral is per-
formed exactly as it was for a single time slice in the previous subsection: there is no
explicit integration over tÕ, but instead a sum over all possible starting positions, xÕ,
which could occur at time tÕ.

Equation 7.3.2 already tells us how we can find the probability associated with such a
trajectory; the kernel, K (x, t; xÕ, tÕ) is simply the same as the wavefunction described
in the last section:
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K
!
x, t; xÕ, tÕ" =

ˆ x=x(t)

xÕ=x(tÕ)
exp

;
i

~S
#
x

!
tÕÕ"$<

Dx
!
tÕÕ" . (7.3.4)

Therefore, we see that the determination of the wavefunction associated with finding
a particle at a particular point (x, t) can be found by extending the previous approach
(defining the wavefunction between two fixed end points) to the case where we have a
variable starting point — this is the reason that the wavefunction is sometimes known
as the propagator or kernel.

7.3.2 Imaginary time propagators and statistical mechanics

The quantum density matrix, fl, proves to be a useful property in the path integral
formalism of quantum mechanics. It makes clear the link between quantum and stat-
istical mechanics, and the utility of the imaginary time propagator in the calculation
of ensemble averages.

For a system in thermal equilibrium, the elements of the density matrix (in the position
representation), may be written as (Feynman, 1998)

fl
!
x, xÕ" =

ÿ

n

„n (x) „ú
n

!
xÕ" e≠—E

n . (7.3.5)

In this case, we note that the underlying states of the system, the „n (x) are eigenfunc-
tions of the Hamiltonian, and have energy eigenvalues, En — where — = 1/kBT . (In
representation free notation, the density matrix is often given by fl = e≠—Ĥ).

As with the wavefunction, knowledge of the density matrix provides a complete descrip-
tion of the properties of the system. For example, the partition function of statistical
mechanics, Z, may be found by summing the elements along the main diagonal of the
density matrix (known as the trace):

Z = Tr [fl] =
ˆ

fl (x, x) dx. (7.3.6)

Furthermore, the expectation value of an observable, A, at thermal equilibrium, is given
by:

ÈAÍ = 1
Z

Tr [Afl] . (7.3.7)

The density matrix may also be related to the propagator in the path integral formal-
ism, through what is known as the Wick rotation (where, to show this, we follow the
approach taken by Glover (2004)).

We begin with an initial wavefunction which is expanded in terms of basis functions:
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|Â (x, 0)Í =
ÿ

n

cn |„n (x)Í . (7.3.8)

By applying the time evolution operator, e≠iE
n

t/~, to the initial wavefunction, we arrive
at an expression for the wavefunction at a later time:

|Â (x, t)Í =
ÿ

n

cne≠iE
n

t/~ |„n (x)Í . (7.3.9)

Substituting in for the complex coe�cients, cn = È„n (xÕ) |Â (xÕ, 0)Í, we find:

|Â (x, t)Í =
ÿ

n

|„n (x)Í
+
„n

!
xÕ"--Â

!
xÕ, 0

",
e≠iE

n

t/~. (7.3.10)

If we perform a Wick rotation (letting it = ~—, where dimensional analysis shows ~—

to have units of time), we are left with our rotated wavefunction in imaginary time:

|Â (x, ≠i—~)Í =
ÿ

n

|„n (x)Í
+
„n

!
xÕ"--Â

!
xÕ, 0

",
e≠—E

n . (7.3.11)

Dropping out of Dirac notation, we can rewrite this as:

Â (x, ≠i—~) =
ˆ ÿ

n

„n (x) „ú
n

!
xÕ" e≠—E

n

¸ ˚˙ ˝
fl(x,xÕ)

Â
!
xÕ, 0

"
dxÕ. (7.3.12)

It is clear that Equation 7.3.12 has the same form as that involving the propagator
(Equation 7.3.3). Therefore, we can see that the density matrix, fl (x, xÕ) (Equation
7.3.5) is equivalent to the imaginary time propagator K (x, ≠i—~; xÕ, 0).

In other words, the elements of the density matrix may be written as:

fl
!
x, xÕ" =

ˆ x=x(≠i—~)

xÕ=x(0)
exp

;
i

~S [x (t)]
<

Dx (t) =
ˆ x=x(—~)

xÕ=x(0)
exp

;
≠1
~S [x (·)]

<
Dx (·) ,

(7.3.13)

where, in Equation 7.3.13, we denote imaginary time, · = it, which runs from 0 to ~—

(because t = ≠i~— when · = ~—).

Hence, by propagating a particle through imaginary time, we are able to calculate the
quantum density matrix, and therefore calculate ensemble averages using statistical
mechanics.
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We note that because Z =
´

fl (x, x) dx, and fl (x, x) = K (x, ≠i—~; x, 0), in order to
calculate the partition function, we may simply integrate over all imaginary time paths
where the particle begins and ends at the same point. This imaginary time propagation
proves to be the underlying principle in the path integral molecular dynamics method.

To make this explicit, by switching to imaginary time, the partition function in terms
of the path integral, is given by:

Z =
ˆ

. . .

ˆ
exp

;
≠1
~S [x (·)]

<
Dx (·)

=
ˆ

. . .

ˆ
Dx (·) exp

I

≠1
~

ˆ ~—

0

51
2mẋ (·)2 + V (x (·))

6
d·

J

. (7.3.14)

7.3.3 The free particle density matrix

Before focussing on the method of path integral molecular dynamics, it is helpful to
consider the calculation of the density matrix for a free particle. This proves to be an
important system which demonstrates how the form of the partition function, which is
fundamental to the path integral molecular dynamics method, arises.

Firstly, we consider the solutions of the Schrödinger equation for a particle of mass m

in a 1D box. In this case the Hamiltonian is simply

Ĥ = ≠ ~2

2m

d2

dx2 . (7.3.15)

Outside of the box, the wavefunction must vanish to zero since there is no probability
of finding the particle in this region. Inside the box, the wavefunction is given by the
plane wave solution:

Ân (x) = 1Ô
L

eik
n

x, (7.3.16)

where the wavenumber, kn = 2fin/L and the eigenenergies corresponding to these
solutions are En = ~2k2

n/2m. The normalization constant, 1/
Ô

L is defined such that´
ÂúÂdx = 1, where L is the width of the box (that is centred on x = 0).

If we substitute these wavefunctions into the definition of the density matrix (in the
position representation) we find that:

fl
!
x, xÕ" =

ÿ

n

1
L

e≠k
n

(x≠xÕ)e≠—~2k2
n

/2m. (7.3.17)
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In order to make the particle “free”, we take the limit as L æ Œ. In this limit kn

becomes continuous (kn æ k) and the discrete summation becomes an integral over
this continuum of k (where dk ¥ �k = kn+1 ≠ kn = 2fi

L ). The density matrix for a free
particle can now be represented by the following integral:

fl
!
x, xÕ" = 1

2fi

ˆ +Œ

≠Œ
e≠ik(x≠xÕ)e≠—~2k2/2mdk. (7.3.18)

This integral can be computed by completing the square and performing a transform-
ation to polar coordinates. The density matrix for a free particle is then found to
be:

fl
!
x, xÕ" =

3
m

2fi—~2

41/2
exp

5
≠ m

2—~2
!
x ≠ xÕ"2

6
. (7.3.19)

7.4 A classical isomorphism – beads and springs

At the end of the previous subsection, we arrived at an expression for the density
matrix of a free particle (Equation 7.3.19). The extension of this idea to particles in
arbitrary potentials, to calculate a discretized form of the partition function proves
to be a particularly powerful tool for including quantum nuclear e�ects in molecular
dynamics simulations. This is because, as we shall see, the Hamiltonian which can be
used to sample from the quantum partition function has the same form as a classical
system of “beads” connected by springs — allowing for quantum nuclear e�ects to be
included in MD simulations by simply replacing the classical particles with these bead-
spring systems. While the method of PIMD has been detailed by many people in the
field, here we make reference to work of Gillan (1988).

For reasons which will become clear shortly, we begin by rewriting the partition function
as Z = Tr

Ë
e≠—Ĥ/P

ÈP
. This corresponds to a division of the density matrix, and

therefore imaginary time propagator, into a discrete number of imaginary timesteps, P

(which is referred to as the Trotter number).

With the density matrix divided out in this way, the elements of the matrix can for a
free particle can then be written as follows:

flP

!
x, xÕ" =

ÿ

n

„n (x) „ú
n

!
xÕ" e≠—E

n

/P =
3

mP

2fi—~2

41/2
exp

5
≠ mP

2—~2
!
x ≠ xÕ"2

6
. (7.4.1)

We see that Equation 7.4.1 shares the same form as that given in Equation 7.3.19, aside
from presence of a factor of P in the prefactor and exponent.
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In order to calculate the properties of real systems, we must include the e�ect of a
spatially varying (external) potential, V (x), in the density matrix. Gillan states that,
while the elements of the density matrix elements may not be written down exactly,
they are, to a good approximation:

flP

!
x, xÕ" ƒ

3
mP

2fi—~2

41/2
exp

5
≠ mP

2—~2
!
x ≠ xÕ"2 ≠ —

2P

!
V (x) + V

!
xÕ""6

. (7.4.2)

This expression for the density matrix elements may be found by making use of the
second order Trotter expansion, which applies for non-commuting operators (Tucker-
man, 2010):

eT̂ +V̂ = lim
P æŒ

Ë
eV̂ /2P eT̂ /P eV̂ /2P

ÈP
. (7.4.3)

Taking the trace of such a density matrix, we arrive at the discretized partition function:

Z ƒ ZP =
3

mP

2fi~2

4P/2 ˆ
dx1 . . . dxP exp

I

≠—
Pÿ

s=1

5
mP

2—2~2 (xs+1 ≠ xs)2 + 1
P

V (xs)
6J

.

(7.4.4)

As the number of discrete imaginary timesteps P æ Œ, the partition function ZP = Z

and is exact. In this limit, we recover the full path integral form of the partition func-
tion (Equation 7.3.14). As stated previously, the calculation of the partition function
represents a trace over elements of the density matrix where the start and end points
of the imaginary time propagation are equivalent. Therefore, upon discretizing the
partition function (as in Equation 7.4.4), the imaginary time values have a periodicity
such that xs+P = xs.

In order to turn the results so far into a computational scheme compatible with the mo-
lecular dynamics method, the prefactor in the discretized partition function (Equation
7.4.4) is replaced by a set of Gaussian integrals over the momentum variables, leading
to the following partition function (Tuckerman, 2010):

ZP = Z ƒ
ˆ

dp1 . . . dpP

ˆ
dx1 . . . dxP

exp
I

≠—
Pÿ

s=1

C
p2

s

2mÕ + 1
2mÊ2

P (xs+1 ≠ xs)2 + 1
P

V (xs)
DJ

, (7.4.5)

where the chain frequency has been introduced, which is defined as ÊP =
Ô

P/ (—~), and
the mass associated with the momentum variables (ps) is defined as mÕ = mP/ (2fi~)2

(where m is the physical particle mass).
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Finally, because the partition function may be expressed in terms of the Hamiltonian
(Z = Tr

Ë
e≠—Ĥ

È
), we are able to express the classical Hamiltonian for this system as:

H =
Pÿ

s=1

C
p2

s

2mÕ + 1
2mÊ2

P (xs+1 ≠ xs)2 + 1
P

V (xs)
D

. (7.4.6)

The classical Hamiltonian given in Equation 7.4.6 has the form of a cyclic chain of
quasiparticles (often referred to as beads) in an external potential, which are connected
by harmonic springs. We note that each bead feels only a fraction of the external
potential (which is calculated separately for each of the beads, and does not depend
on the position of the other beads), and the inter-bead interaction is nearest-neighbour
harmonic. Furthermore, the number of beads in the cyclic chain corresponds to the
number of imaginary time slices in the path integral propagator (where the start and
end positions of the quantum particle are equivalent, i.e: xs = xs+P ). This cyclic chain
of quasiparticles is often referred to as a “necklace” or “ring polymer”.

The isomorphism between a quantum particle and a classical system of particles con-
nected by springs provides an intuitive picture for many quantum e�ects (such as delo-
calization, zero point motion and tunnelling). Furthermore, the classical isomorphism
allows for a relatively straightforward modification of the classical molecular dynamics
methodology, in order to include the quantum e�ects of the nuclei.

Finally, we note that, as the form of the quantum partition becomes exact as P æ Œ
— we should treat this value as a convergence parameter and increase the number of
beads until we reach the convergence of our observable of interest. (In practice, when
the observable is expensive to calculate, such as the di�usion coe�cient, we can use
another measure, such as the radius of gyration (seen in Section 7.8.1), to determine
approximate convergence behaviour).

7.4.1 Capturing quantum e�ects with ring polymers

Throughout a path integral simulation, the ring polymer used to represent a quantum
particle will vary in shape and size. This changing size represents the delocalization,
or “spreading” of a quantum particle (arising from the contribution of a particular
imaginary time path). It is the distribution of the chain throughout space which allows
for quantum e�ects to be included in path integral simulations.

For example, as the extent of the ring polymer varies throughout a simulation, the
mean position of the chain (known as the centroid — explained in Section 7.7) may
also vary (on a slower timescale). Because the centroid represents an averaging of
position over an imaginary time path, the centroid can be considered to correspond to
the most likely position of our quantum particle along a particular path, therefore, the
motion of the centroid which arises out of the fluctuations of the chain acts to include
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the e�ect of zero point motion of the particle. In reality, it is the time average of the
centroid which corresponds to the expectation value of the particle’s position, and the
concept of zero point motion (of the centroid) relates to the uncertainty in the position.
(More attention will be paid to the centroid when we consider quantum dynamics in
Section 7.7).

The ring polymer also allows for the e�ect of tunnelling to be included in simulations.
As the chain moves along a potential surface, it is possible that part of the chain will,
at some point, be in an area of higher or lower potential than its centroid, meaning that
the quantum particle will be able to “feel” a fraction of the potential that its classical
counterpart would not. The presence of beads in a region of the potential which the
classical particle would ordinary not experience shows that there must be a non-zero
probability that the particle can be found in this region —when considering dynamics,
this gives rise to a probability that the particle may tunnel through an energy barrier.
This concept plays an important role in the study of quantum di�usion, as it gives rise
to an increase in the di�usion rate.

7.5 Path integral molecular dynamics

Up until this point, our attention has been focused on describing the underlying prin-
ciples behind the path integral formalism — in particular, how the ring polymer concept
can be used to include quantum nuclear e�ects in a simulation. In order to simply the
concepts, up until this point, we have considered the motion of a single particle moving
in 1-dimension. We now shift our attention to describing how this approach may be im-
plemented as a practical computational scheme, in the context of molecular dynamics,
in order to calculate quantum ensemble averages. To this end, it is helpful to extend
the ring polymer approach to many particles moving in 3-dimensions.

The isomorphic classical Hamiltonian of Equation 7.4.6, when written for N particles
in 3-dimensions (where i is the atom index, and s is the bead index), takes the form:

H =
Nÿ

i=1

Pÿ

s=1

C
p2

i,s

2mÕ
i

+ 1
2miÊ

2
P (ri,s+1 ≠ ri,s)2

D

+ 1
P

Pÿ

s=1
V (r1,s, . . . , rN,s) . (7.5.1)

Conceptually, the ring polymer picture of each particle still holds true. However, in
order to clarify the details of the implementation, it may be more helpful to think of
the quantum system as being built up of P replicas of the classical system, where each
replica represents a particular value of imaginary time (bead). For each of the replicas,
there are still N atoms in the system (corresponding to beads with the same index, s),
and the interatomic potential that is felt by each of the atoms (within that replica) is
produced only by atoms within the same replica, as in the classical system (though its
strength is only 1

P th of the classical system). The inter-bead interaction is the only point
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at which knowledge of the positions of an atom’s imaginary time (replica) neighbours
need be known, otherwise, each of the replicas of the system evolve independently of
one another. We note that, for a given atom at a particular value of imaginary time,
only the knowledge of that atom’s imaginary time neighbours is known — there is no
“communication” between di�erent atoms at di�erent values of imaginary time.

Application of Hamilton’s equations to Equation 7.5.1 leads to the following equations
of motion:

ṙi,s = pi,s

mÕ
i

(7.5.2)

ṗi,s = ≠miÊ
2
P (2ri,s ≠ ri,s+1 ≠ ri,s≠1) ≠ 1

P

ˆ

ˆri,s
V (r1,s, . . . , rN,s) . (7.5.3)

Aside from a mass rescaling (which we shall discuss in a moment), Equation 7.5.2 is no
di�erent than the classical system. The key di�erence between the classical and path
integral system comes about in the calculation of the force on each atom/bead. As
Equation 7.5.3 shows, the force on each atom/bead is 1

P th of the original force (due to
the interatomic potential of all atoms with the same value of s), as well as the addition
of the harmonic interactions between the beads to the side of the bead of interest on
the ring polymer — to make this clear, the force on each bead may be rewritten as:

Fi,s = 1
P

Fint
i,s ≠ miÊ

2
P (2ri,s ≠ ri,s+1 ≠ ri,s≠1) . (7.5.4)

It should be noted that the masses associated with the momenta of the beads, the
mÕ

i, are defined as mÕ
i = miP/ (2fi~)2, only so that the prefactor in Equation 7.4.4 is

reproduced by the integrals over the Gaussian distribution of the momenta. Tuckerman
(2010) states that these masses are fictional, and their choice does not a�ect the results
of ensemble averages or equilibrium properties. The freedom of choice associated with
the mass of the beads (without a�ecting ensemble averages) proves to be a key feature
when developing a scheme to e�ciently calculate time correlation functions using path
integrals (partially adiabatic centroid molecular dynamics — Section 7.7.3). We note
that the mass associated with the bead-bead interactions (in Equations 7.5.3 and 7.5.4)
must always be the physical particle mass (this is unchanged by rescaling the mÕ

i).

In order to calculate ensemble averages consistent with the canonical ensemble, the
equations of motions (Equations 7.5.2 and 7.5.3) should be coupled to a suitable ther-
mostat (such as the Langevin thermostat). The method of calculating ensemble aver-
ages using the equations of motion defined in Equations 7.5.2 and 7.5.3 result in the
method known as path integral molecular dynamics (PIMD).

An important point must be made concerning the PIMD method as it has been de-
scribed so far: when performing dynamics using the so-called primitive variables (the
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{rs; s = 1, . . . , P}), because there are harmonic nearest neighbour interactions between
beads, even for moderate numbers of beads, there exists a large number of normal mode
frequencies in the ring polymer system (which Tuckerman states range densely from 0
to 4P/ (—~)). The presence of such high frequency modes acts to reduce the timestep
required to accurately integrate the equations of motion, and the low frequency modes
(such as the motion of the centroid) will also require that long MD trajectories are
required in order to adequately sample thermodynamic ensembles. It is the presence
of these harmonic interactions which cause the standard Nosé-Hoover thermostat to
become non-ergodic, requiring the use of Nosé-Hoover chains, or another thermostat
(e.g. Langevin).

7.5.1 Computational details

When using path integral molecular dynamics, while most of the underlying method-
ology is identical to classical molecular dynamics, there are a few extra details which
we must pay attention to.

In order to initialize a path integral simulation, we choose to distribute the beads evenly
around a ring, with the radius equal to the radius of gyration (Section 7.8.1) of a free
particle (Gillan, 1988):

r =

Û
—~2

12m
. (7.5.5)

This ring is then rotated by random angles so that, although the ring polymer for a
given particle will initially lie in a plane, all of the ring polymers within the simulation
do not lie within the same plane.

The initial momenta of each of centroids are drawn from a Maxwell-Boltzmann distribu-
tion (and rescaled to match the desired temperature) — following this, the same process
is repeated for each of the beads, but these are rescaled such that the momentum of
the centroid gives the same as the previously determined value.

7.6 Quantum dynamics

While the conventional path integral molecular dynamics method can be used to in-
corporate quantum nuclear e�ects into the calculation of ensemble averages, it does
not permit the calculation of quantum time correlation functions. The reason for this
is simple; when calculating ensemble averages, we only require that a representative
portion of phase space is sampled — not that it is sampled in any particular order
(which is why Monte Carlo methods are successful). The conventional PIMD method
makes use of this fact, and, despite producing believable looking dynamics, its time
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evolution is purely used as a phase space sampling device, rather than producing true
quantum dynamics. When used in the conventional manner, the beads of the ring poly-
mer represent the imaginary time positions of a particle along a single Feynman path,
and the trajectory produces the sum over all such paths (provided that the trajectory
is ergodic, of course), but no restriction is placed on the order of this integration.

In order to produce true quantum dynamics, if the centroid is to be identified with
the observed position of the particle, each of the paths in the sum must correspond to
having the centroid located at a particular position. Therefore, in order to calculate
the true quantum dynamics, the fluctuations of the ring polymer (constrained about
the centroid) can be used to generate a quantum correction to the force that is felt by
the particle, whose position can then be evolved in the usual manner. Conceptually,
this is the foundation of the method of centroid molecular dynamics (CMD).

7.7 Centroid molecular dynamics

7.7.1 Fundamentals

Introduced by Cao and Voth (1993, 1994a,b,c,d), centroid molecular dynamics provides
a means of calculating approximate quantum time correlation functions within a path
integral molecular dynamics framework. Their work was based on reformulating the
imaginary time correlation function in terms of the path centroid variable, which, once
known, may then (in principle) be related to the real time correlation function by an
inverse Wick rotation, i.e: · æ it. This method was inspired by the earlier work
of Feynman and Kleinert (1986), who recognized the utility of the path centroid in
providing a means of defining a semi-classical partition as an approximation to the true
quantum partition function.

In terms of the imaginary time path integral, the path centroid, x0, is given by:

x0 = 1
~—

ˆ ~—

0
x (·) d·. (7.7.1)

This represents the average position of a particle along closed path in imaginary time,
x (·); where x (0) = x (~—), due to the imaginary time path periodicity conditions (see
Section 7.3.2).

For a discretized path integral (as is used in the PIMD based methods), the path
centroid variable is the centre of mass of the ring polymer:

x0 = 1
P

Pÿ

s=1
xs. (7.7.2)
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In order to define the imaginary time correlation function, Cao and Voth made use of
a property known as the centroid density, flc, which is defined as the sum over all paths
with their centroids located at a point in space, xc:

flc (xc) =
ˆ

. . .

ˆ
Dx (·) ” (xc ≠ x0) exp

;
≠1
~S [x (·)]

<
. (7.7.3)

It is clear that the centroid density in Equation 7.7.3 is equivalent to the imaginary
time propagator (Equation 7.3.4), with the additional constraint (courtesy of the ”-
function), that the centroid x0 is placed at position xc. We note that the centroid
density is di�erent to the usual position density (Equation 7.3.13), because the centroid
does not generally (except in the case where P = 1) lie along the ring polymer.

Following the definition of the centroid density, the following centroid-constrained ima-
ginary time propagator (Cc) was then introduced (Equation 7.7.4). This propagator is
the correlation function of the path fluctuations with respect to position of the centroid
variable (constrained such that x0 = xc):

Cc (·, xc) =
´

. . .
´

Dx (·) ” (xc ≠ x0) [x (·) ≠ x0] [x (0) ≠ x0] exp {≠S [x (·)] /~}´
. . .
´

Dx (·) ” (xc ≠ x0) exp {≠S [x (·)] /~} .

(7.7.4)

We note that Cao and Voth (1994a) (in addition to Feynman and Kleinert (1986);
Feynman (1998)) showed that ensemble averages can be calculated using the centroid
density (where the partition function is: Z =

´
flc (xc) dxc), though because the chief

advantage in the centroid molecular dynamics method is in calculating time correlation
functions, we shall not dwell on this.

Unfortunately, the form of Equation 7.7.4 does not readily lend itself to a straightfor-
ward computational scheme. In order to progress, Cao and Voth chose to approximate
the action functional of the centroid-constrained correlation function as:

Sapprox [x (·)] =
ˆ ~—

0

;1
2mẋ (·)2 + 1

2mÊ̄2 [x (·) ≠ xc]2
<

d·, (7.7.5)

i.e: that the potential along the imaginary time path may be represented by a harmonic
interaction with the centroid (where Ê̄ is some centroid-dependent e�ective frequency).

They then showed (Cao and Voth, 1994b) how this action functional leads to an approx-
imate imaginary time correlation function, which, following an inverse Wick rotation,
gives rise to a real-time correlation function of the form:

Capprox (t) = 1
Z

ˆ
dxcflc (xc)

~
2mÊ̄

5 1
tanh (~—Ê̄/2) cos (Ê̄t) ≠ i sin (Ê̄t)

6
+ ÈxcÍ2

fl
c

,

(7.7.6)
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which they state is a superposition of centroid correlation functions of e�ective harmonic
oscillators at each centroid position, with each such correlation function being weighted
by the appropriate centroid density.

Making use of the following Fourier relationship allows the form of Equation 7.7.6 to
be simplified greatly:

C̃ (Ê) = ~—Ê

2

5
1 + coth

3~—Ê

2

46
C̃ú (Ê) . (7.7.7)

In Equation 7.7.7, Cú is known as the Kubo transformed correlation function. This is
related to the original correlation function through their Fourier transforms (denoted by
C̃). It turns out to be the Kubo transformed correlation function that we calculate when
performing centroid molecular dynamics, and so Equation 7.7.7 becomes important
when we wish perform the inverse transform to arrive at the real time correlation
function.

By making use of Kubo transform relationship, Equation 7.7.6 may now be expressed
as:

Cú
approx (t) = 1

Z

ˆ
dxcflc (xc)

1
mÊ̄2—

cos (Ê̄t) + ÈxcÍ2
fl

c

. (7.7.8)

Where we now focus our simulation on calculating the Kubo transformed correlation
function.

Cao and Voth noticed that the first term in Equation 7.7.8 represents the correlation
of fluctuations about the mean value, meaning that the Kubo transformed correlation
function may be written as:

Cú
approx (t) = 1

Z

ˆ
dxcflc (xc) Èxc (t) xc (0)Ífl

c(x

c

,p

c

)
, (7.7.9)

where È. . . Ífl
c

(x
c

,p
c

) denotes an initial condition averaging of the correlation function
over the phase space centroid density, which is given by:

flc (xc, pc) =
ˆ

. . .

ˆ
Dx (·) Dp (·) ” (xc ≠ x0) ” (pc ≠ p0) exp

;
≠1
~S [x (·) , p (·)]

<
,

(7.7.10)

where the action (in Equation 7.7.10) is taken to be:

S [x (·) , p (·)] =
ˆ ~—

0

I
p (·)2

2m
+ V [x (·)] ≠ ip (·) ẋ (·)

J

d·. (7.7.11)
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Based on the harmonic approximation used in the action functional that was used
to derive the approximate Kubo transformed correlation function, Equation 7.7.9 can
be considered to be the short time approximation to the actual quantum correlation
function. In order to determine a more accurate form of the true quantum correlation
function, Cao and Voth make the ad-hoc argument that the quantum position time
correlation function is related to the centroid position correlation function:

Cú (t) = Èxc (t) xc (0)Ífl
c

(x
c

,p
c

) . (7.7.12)

While this approximation may be ad-hoc in nature, it is physically motivated through
the justification that the centroid position corresponds to the expectation value of
the position along a closed path — it makes physical sense that the true quantum
correlation function can be approximated by the correlation of the centroid positions,
when an averaging is taken over the initial conditions of the phase space centroid
density. (That is, averaging over all paths whose initial centroid positions and momenta
are constrained to be xc and pc respectively). It should be noted that the centroid
molecular dynamics method was later placed on a firmer footing by Jang and Voth
(1999b,a), although their results do not a�ect the arguments in this thesis.

With the final form of the approximate real time (Kubo transformed) correlation func-
tion now known (Equation 7.7.12), we now turn our attention to the generation of
the trajectories of the centroid, and the foundations of the practical scheme used to
calculate approximate quantum time correlation functions.

7.7.2 Centroid constrained molecular dynamics

Following the result that the real time quantum correlation function may be related
to the Kubo transformed centroid correlation function, we now state how the centroid
may be evolved through a path integral molecular dynamics calculation.

The centroid trajectories follow the classical equations of motion:

ẋc (t) = pc (t)
m

(7.7.13)

ṗc (t) = Fc (t) = ≠dVc (xc)
dxc

. (7.7.14)

Where the centroid moves along the potential of mean force generated by the non-
centroid modes (the other beads) — the centroid potential, Vc, is stated by Cao and
Voth to be the excess quantum free energy of the centroid, which is given by:
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Vc (xc) = ≠ 1
—

ln

S

U flc (xc)Ò
m

2fi—~2

T

V , (7.7.15)

corresponding to a centroid force:

Fc (xc) =
´

. . .
´

Dx (·) ” (xc ≠ x0)
Ë

dV [x(0)]
dx

È
exp {≠S [x (·)] /~}´

. . .
´

Dx (·) ” (xc ≠ x0) exp {≠S [x (·)] /~} . (7.7.16)

In the discretized form (as is typical in computer simulation), the centroid force is
instead given as:

Fc (xc) =
´

. . .
´ rP

s=1 dxs” (xc ≠ x0)
Ë

1
P

qP
s=1

dV (x
s

)
dx

s

È
exp {≠SP (x1, . . . , xP ) /~}´

. . .
´ rP

s=1 dxs” (xc ≠ x0) exp {≠SP (x1, . . . , xP ) /~}
,

(7.7.17)

with the discretized action:

SP (x1, . . . , xP ) =
Pÿ

s=1

5
mP

2~—
(xs+1 ≠ xs)2 + ~—

P
V (xs)

6
. (7.7.18)

If fictional momenta are reintroduced, this leads to the Hamiltonian:

H =
Pÿ

s=1

C
p2

s

2mÕ + 1
2mÊ2

P (xs+1 ≠ xs)2 + 1
P

V (xs)
D

. (7.7.19)

This is the same form as the Hamiltonian given in Equation 7.4.6, although Cao and
Voth note that mÕ = m/P in this case, so that the centroid has the physical particle
mass (although we shall discuss the bead masses in more detail when discussing the
normal mode transformation).

Therefore, by performing a constrained-centroid PIMD trajectory (using RATTLE (An-
dersen, 1983) or similar schemes to enforce the constraints), the centroid force, Fc (xc),
may be calculated, provided that the trajectory is ergodic and samples the canonical
ensemble, from

Fc (xc) = ≠ lim
T æŒ

1
T

ˆ T

0
dt

1
P

Pÿ

s=1

dV (xs)
dxs

----
x

c

=x0
, (7.7.20)

i.e. The force on the centroid can be calculated by performing a PIMD trajectory where
the centroid is constrained to a particular initial position, and time averaging the force
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on the centroid from that trajectory. While this method of calculating the centroid
force will ultimately prove correct, it does require a full centroid-constrained PIMD
trajectory at every position of the centroid, which would be prohibitively expensive for
most practical uses.

Fortunately, Cao and Voth (1994d) provided suggestions for improving the e�ciency
of calculation of the centroid force, which was later expanded on by Martyna (1996);
Cao and Martyna (1996) — these methods do not require a full PIMD trajectory at
each position of the centroid in order to calculate the centroid force.

7.7.3 Partially adiabatic centroid molecular dynamics

The e�cient schemes used to sample centroid force all centre around the concept of
enforcing a degree of adiabatic separation between the motion of the centroid, and that
of the non-centroid modes. As mentioned in Section 7.5, while the physical particle
mass must be used when calculating the harmonic bead-bead interaction, there is a
degree of freedom in choosing the masses associated with the momentum degrees of
freedom (without a�ecting the ensemble averages).

By making the masses associated with the momentum degrees of freedom significantly
lighter for the non-centroid modes when compared with the centroid, they will exper-
ience rapid oscillations around the centroid variable, when compared with the slower
time evolution of the centroid itself. This means that, by choosing these masses in
a suitable way, and strongly thermostatting the system (including the non-centroid
modes), the phase space sampling of the non-centroid modes should be ergodic on the
timescales of the slower centroid mode, and the centroid force (the potential of mean
force generated by the non-centroid modes) will be generated “on the fly” — without
requiring that we explicitly constrain the centroid position.

Before we discuss the imposition of the adiabatic separation, we first describe a co-
ordinate transformation, known as the normal mode transformation, which allows for a
more e�cient means of evolving the ring polymer. As we have already seen in Section
7.5, the wide range of normal mode frequencies present in the ring polymer means that
the integration timestep must be made smaller when using the primitive modes (which
gets increasingly worse as the number of beads increases). By transforming into the
normal modes, the frequency of all modes becomes identical (and equal to

Ô
P/~—)

(Hone et al., 2006) and we recover some of this loss of e�ciency.

Furthermore, the coordinate transformation to the normal modes of the free ring poly-
mer leads to a natural identification of the centroid modes, which are the zero frequency
normal modes of the ring polymer, and makes enforcing the adiabatic separation trivial.
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7.7.3.1 Normal mode transformation

The forward transformation, to normal mode variables, uk, (from primitive mode vari-
ables, xs) is defined as (Tuckerman, 2010)

uk = 1Ô
P

Pÿ

s=1
OT

ksxs, (7.7.21)

with the inverse transform:

xs =
Ô

P
Pÿ

k=1
Oskuk. (7.7.22)

Under such a transformation, the position of the centroid becomes equal to u1, which
is equivalently

u1 = 1
P

Pÿ

s=1
xs. (7.7.23)

In order to evolve the normal mode coordinates, we also require the forces acting on
them. These can be calculated from the knowledge of the forces acting on the primitive
variables:

1
P

ˆV

ˆu1
= 1

P

Pÿ

s=1

ˆV

ˆxs
(7.7.24)

1
P

ˆV

ˆuk
= 1Ô

P

Pÿ

s=1

ˆV

ˆxs
Osk. (7.7.25)

The transformation matrix, mapping the primitive variables to the normal mode vari-
ables, O, is an orthogonal matrix which can be constructed from diagonalization of the
monodromy matrix (A), which is defined as:

Aij = 2”ij ≠ ”i,j≠1 ≠ ”i,j+1, ; i, j = 1, ..., P (7.7.26)

which has path periodicity: i.e. for j + 1 and j ≠ 1, 0 æ P and P + 1 æ 1, as expected
from the periodicity of the ring polymer.

After constructing and diagonalizing the monodromy matrix, the eigenvalues, ⁄, are:

⁄2k≠1 = ⁄2k≠2 = 2
5
1 ≠ cos

32fi (k ≠ 1)
P

46
, (7.7.27)
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where k is simply the index of the mode.

After a transformation into normal modes, the inter-bead coupling in the isomorphic
Hamiltonian becomes (where we note that ⁄1 = 0)

Pÿ

s=1
(xs+1 ≠ xs)2 =

Pÿ

k=1
⁄ku2

k. (7.7.28)

Meaning that the isomorphic Hamiltonian may be written in terms of the normal modes
as

H =
Pÿ

k=1

C
p2

k

2mÕ
k

+ 1
2mkÊ2

P u2
k + 1

P
V (uk)

D

.

We note that, because the momenta sample from the Maxwell-Boltzmann distribution,
they can simply be redefined, and do not require a transformation — the thermostatting
procedure will guarantee that these sample the correct distribution. Under the normal
mode transformation, we assign di�erent masses to each of the non-centroid modes:
where: mk = m⁄k, mÕ

1 = m, and mÕ
k = mk — i.e. all non-centroid modes are rescaled

by the eigenvalues of the transformation matrix.

After the transformation to normal variables, the equations of motion of the normal
mode variables are:

u̇k = pk

mÕ
k

, (7.7.29)

ṗs = ≠mkÊ2
P uk ≠ 1

P

ˆV

ˆuk
. (7.7.30)

In addition to the normal mode transformation, there is another widely used (in PIMD,
but not CMD) coordinate transformation, known as the staging transformation, which
acts to compress the frequency spectrum, allowing for e�cient integration (Tuckerman
et al., 1993). While the staging transformation is di�erent than the normal modes,
the form of the isomorphic Hamiltonian is equivalent, leading to the same equations of
motion for the staging coordinates.

Finally, we note that the normal mode transformation can equivalently be carried out
using the fast Fourier transform, with the precise details given in the appendix of Cao
and Martyna (1996).
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7.7.3.2 Enforcing the adiabatic separation

The normal mode transformation listed in the previous section does not enforce the
adiabatic separation between the centroid and non-centroid modes — it is merely an-
other method of propagating the isomorphic Hamiltonian in another coordinate system
(we note that, although this will lead to the same calculation of ensemble averages
using the PIMD method, it does not produce the same trajectories).

It turns out that enforcing the adiabatic separation is relatively straightforward — we
simply rescale the masses of the non-centroid modes. This leads to the introduction of
an additional parameter, “, known as the adiabaticity parameter (Cao and Martyna,
1996; Hone et al., 2006).

The rescaling of the masses is follows: mk = “2m⁄k, mÕ
1 = m, and mÕ

k = mk.

Although early CMD papers advocated a complete adiabatic separation between the
centroid and non-centroid modes, it was later shown by Hone et al. (2006) that a partial
adiabatic separation can lead to accurate time correlation functions with large gains in
computational e�ciency. In e�ect, “ becomes another convergence parameter (along
with P ). This method is known as partially adiabatic centroid molecular dynamics
(PACMD).

We note that, as the amount of adiabaticity increases, i.e. as “ æ 0, the normal mode
frequencies oscillate more quickly, and we require a smaller timestep to accurately
integrate the equations of motion.

7.8 Common path integral measurements

7.8.1 Measuring delocalization: the gyration tensor and radius of gyr-
ation

As previously mentioned, throughout the course of a path integral simulation, the size
and shape of the ring polymer varies, where the extent of the variation is dependent on
the amount of delocalization of the quantum particle (which depends on the local envir-
onment, as well as the number of beads). The average amount of variation in the ring
polymer can therefore be used as a measure of the amount of quantum delocalization
that the particle experiences.

The gyration tensor, R2, can be used in order to quantify the variation of a ring polymer:

R2
–— = 1

P

K
Pÿ

s=1
(r–

s ≠ r–
c )

1
r—

s ≠ r—
c

2L

, (7.8.1)
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where – and — are Cartesian components of a vector, and the average is conducted over
the length of a trajectory.

While the gyration tensor is particularly useful when it is desirable to determine whether
the delocalization favours a particular orientation, a more simplistic measure, which
gives a single number representing the spread of the ring polymer is the radius of
gyration:

r =
ı̂ıÙ 1

P

K
Pÿ

s=1
(rs ≠ rc)2

L

, (7.8.2)

where rc which is used in Equations 7.8.1 and 7.8.2 is the position of the centroid,
which is the centre of mass of the ring polymer: rc = 1

P

qP
s=1 rs

(It should be noted that the radius of gyration may also be calculated through the
diagonalization of the gyration tensor. Upon diagonalizing the gyration tensor, the
principle moments of the gyration tensor are found, which may be summed to give the
radius of gyration: i.e. taking the trace.)

7.8.2 Thermodynamic energy estimators

While calculating the total energy of a classical molecular dynamics system is relatively
straightforward (the sum of the kinetic and potential energies of the system), calculating
the total energy of a path integral simulation is a more involved process.

Because dynamics calculated using the Hamiltonian of a path integral simulation acts
to sample the partition function of the quantum system, the energy estimator can be
calculated using the approach of statistical mechanics:

E = ≠ ˆ

ˆ—
ln Z = 1

Z

ˆZ

ˆ—
. (7.8.3)

For N particles in 3-dimensions, the resulting estimator, known as the primitive energy
estimator, ÁP , becomes:

ÁP = 3NP

2—
≠

Nÿ

i=1

Pÿ

s=1

1
2miÊ

2
P (ri,s ≠ ri,s+1)2 + 1

P

Pÿ

s=1
V (r1,s, . . . , rN,s) . (7.8.4)

In the limit that P æ Œ, the average ÈÁP Í corresponds to the average Hamiltonian
energy.

Unfortunately, the kinetic energy terms of the primitive estimator grow linearly with
P — furthermore, as P increases, the nearest neighbour harmonic interactions become
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more sti� for systems involving large numbers of beads, meaning fluctuations of the
ring polymer become pronounced — this makes it di�cult to converge the average of
the primitive energy estimator.

An improved energy estimator, known as the virial energy estimator, ÁV , was derived by
Herman et al. (1982), who used a path integral form of the virial theorem to produce an
energy estimator which do not su�er from the same large fluctuations that the primitive
energy estimator su�ers from. This is given by

ÁV = 3N

2—
+ 1

2P

Nÿ

i=1

Pÿ

s=1
(ri,s ≠ ri,c) · ˆV

ˆri,s
+ 1

P

Pÿ

s=1
V (r1,s, . . . , rN,s) , (7.8.5)

where ri,c is the centroid of atom i.

When calculating the average energy of a path integral simulation, the virial energy
estimator should be preferentially used.

7.9 Summary

In this chapter we have seen how Feynman’s sum over paths leads to an intuitive
picture of quantum mechanics, which shows us that the wavefunction may be obtained
by considering contributions arising from a particle travelling over all possible paths
to arrive at a point. The resulting propagator may be cast in terms of an imaginary
time path integral, through the Wick rotation, which allows for the partition function
of statistical mechanics to be obtained through the sum over all imaginary time paths
which begin and end at the same point. Through a discretization of this imaginary
time path integral, we arrive at a classical isomorphism where quantum particle may
be represented by a cyclic chain of quasiparticles, connected by springs. This “ring
polymer” may be simulated with molecular dynamics in order to calculate quantum
mechanical ensemble averages in a relatively straightforward manner — known as path
integral molecular dynamics.

We then showed how Cao and Voth’s approach of reformulating the imaginary time path
integral, this time with the centroid playing a central role, may be used to extend the
path integral molecular dynamics method to calculate approximate real time quantum
correlation functions — the resulting method known as centroid molecular dynamics.

While the original formulation of centroid molecular dynamics did not lend itself to an
e�cient computational scheme, by performing a transformation to the normal modes
of the free ring polymer, and reassigning the masses associated with the non-centroid
modes, an adiabatic separation could be introduced between the centroid and non-
centroid modes, allowing for improved e�ciency when calculating quantum time cor-
relation functions. Under the resulting scheme, the centroid is evolved classically, and
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moves along the potential of mean force which is generated “on the fly” by the non-
centroid modes.

In later work, Hone et al. showed that the method could be made more e�cient still:
by adjusting the degree of adiabaticity between the modes, they showed that accur-
ate quantum time correlation functions were still able to be calculated, even without
complete adiabatic separation — this final algorithm is known as partially adiabatic
centroid molecular dynamics, and forms the basis of the quantum mechanical results
in the following chapter. These results were generated using software which was solely
developed by the author, specifically for this work.
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Chapter 8

Di�usion of H/D on the (111) Ni
surface

8.1 Introduction

This chapter presents the key observations relating to the di�usion of both hydrogen
and deuterium on the (111) nickel surface, as approximated by the potential energy
surface which was parameterized to the density functional theory calculations. Unless
otherwise stated, the molecular dynamics results presented in this section were all
carried out in the NVT ensemble, using the Langevin thermostat as a way of fixing the
temperature of the system.

8.2 Classical simulations

8.2.1 Determination of the timestep

When performing molecular dynamics simulations, it is important to ensure that the
timestep used for the integration scheme is suitable — this means that the integration
of the equations of motion must be numerically stable, and that there is no long-time
energy drift associated with a trajectory.

The choice of timestep is determined by the highest vibrational frequency of the sys-
tem — it must be su�ciently small to accurately describe vibrational modes with the
smallest period, while not being too small to introduce additional errors due to numer-
ical rounding, or to adversely a�ect the e�ciency of the simulations by unnecessarily
increasing the computational time associated with a fixed amount of simulation time.
In the case of the simulations carried out for this work, this means that the most ap-
propriate timestep can be determined by considering the quality of the integration of
the hydrogen adsorbate at the highest temperature under observation (250 K).
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In order to determine the most suitable timestep, a series of simulations of hydro-
gen on the PES, under the microcanonical (NVE) ensemble, with initial momentum
corresponding to a temperature of 250 K, were carried out with varying timesteps
(�t = 0.1 . . . 2 fs) for the same total simulation time of 1 ns. For each of these simula-
tions, the H atom was placed at the same point on the PES (corresponding to the global
minimum of potential energy), and the random seed was fixed, thereby ensuring that
the same initial momentum was applied to the adsorbate for each of the simulations.
In addition, the total energy was written out to disk every 50 fs for each of the tra-
jectories, corresponding to the same number of total sample points as �t varied. (i.e:
the total number of MD steps and number of steps between writing the data to disk
were varied as �t changed). The root mean squared fluctuations of the total energy
(standard deviation of the total energy) for these simulations, as a function of timestep
are presented in Figure 8.2.1.
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Figure 8.2.1: RMS fluctuations of the total energy for H on the (111) Ni PES under
the NVE ensemble (with an initial temperature of 250 K), from (1 ns) classical MD
trajectories as a function of timestep size.

As can be seen in Figure 8.2.1, for timesteps of 1 fs or smaller, the RMS energy fluc-
tuation is found to be 0.01 meV or smaller. We note that there is a sharp jump in the
energy fluctuations as �t increases from 1.5625 fs to 2 fs, indicating that the dynamics
begin to become unstable for large values of the timestep. The unsuitability of large
timesteps is further illustrated in Figure 8.2.2, which shows a long time drift in the
total energy for a 4 ns trajectory with a timestep of 2 fs. (In addition, the behaviour
shown in Figure 8.2.1 is qualitatively the same for a higher initial temperature of 500
K).
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Figure 8.2.2: Long time total energy drift of H on the (111) Ni PES under the NVE
ensemble (with an initial temperature of 250 K) when the timestep is 2 fs. The red line
is a running average taken over a 50 ps interval.

It should be noted that the dissipative nature of the Langevin thermostat can also
act to stabilize the dynamics of the system, meaning that potentially larger timesteps
may produce observables which are invariant to small increases in the timestep, but this
should not be relied upon — the dynamics should be stable under NVE dynamics for the
timestep chosen, as large Langevin damping times are likely to decrease the stabilizing
nature of the thermostat. Thus, the timestep chosen for the classical MD simulations
is 1 fs, as this provides a reasonable compromise between numerical accuracy and
computational e�ciency.

8.2.2 Determination of Langevin damping time

As mentioned in section 6.7.2, when using the Langevin thermostat, there is a damping
time, · , which couples the system to the bath — fixing the average temperature of
the system. As the damping time; · æ 0, the stochastic influence of the thermostat
becomes more pronounced, and dominates the dynamics. While this will not a�ect
the calculation of ensemble averages (provided the trajectory is ergodic), when calcu-
lating time correlation functions (or properties relating to them, such as the di�usion
coe�cient), care must be taken that the trajectories being sampled are not adversely
a�ected by the thermostat.

Although the Langevin thermostat is applied at every timestep of a molecular dynamics
simulation, the damping time may loosely be considered to be the average time between
Brownian “kicks” to the system (which exchange thermal energy).
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This means that, in order to accurately model the di�usive behaviour of an adsorbate
moving along the static potential energy surface, the Langevin time must be su�ciently
long so as to provide only gentle thermostatting — the dynamics should be approxim-
ately NVE-like on timescales of the di�usive dynamics. In e�ect, the Langevin damping
time can be treated as a convergence parameter — it should be increased until there
is no significant change in the dynamics. While we know that there will be kinetic
energy exchange between the surface metal ions and the adsorbate in the real system,
the thermostatting procedure here exists to generate the average di�usion rate of the
adsorbate between kinetic energy exchange events (collisions) with the surface atoms.

We note that, when we come to the quantum mechanical simulations, the normal modes
of the system must be thermostatted in order to ensure canonical sampling of the non-
centroid modes on the timescale of the slower centroid mode — this means that we
require a thermostat in order to carry out these simulations. Therefore, it is in our
interest to determine the optimal Langevin damping time for the classical system, and
apply this to both types of calculation, in the interest of generating comparable results.

In general, it is expected that for extremely large damping times, the phase space
sampling may be worse, requiring longer trajectories for a simulation to be considered
ergodic, in addition to requiring longer time for the simulation to equilibrate — there-
fore it is not wise to increase the damping time arbitrarily. Of course, for the systems
described in this thesis, the limited number of degrees of freedom means that the equi-
libration period is almost always vanishingly small, and so we do not need to concern
ourselves too much with these details. Still, we make use of the equilibration period as
a means of allowing the particle to lose “memory” of its initial conditions, allowing us
calculate averages of an ensemble of trajectories.

Finally, we note that we may find that particular values of · will give better agreement
to experimental results than those which leave the di�usion coe�cient (approximately)
invariant to a change in · (in e�ect, treating · as a physical parameter, as was done
in work of Aarons (2013)). We argue that the reason that some values may give better
agreement with experiment, are because the Langevin thermostat is then adding in the
non-adiabatic e�ects which are not captured with the static PES. Bussi and Parrinello
(2008) showed that, for a free particle and an LJ liquid (Lennard-Jones, 1924, 1931),
small values of · act to reduce the di�usion coe�cient — therefore, if the di�usion
coe�cient is over-estimated, we may expect that reducing · can bring it closer to the
experimental value, and we know that the motion of the surface atoms acts to retard
the adsorbate, and therefore the adiabatic approximation breaks down.

The aim of this work is therefore to calculate the di�usion of the adsorbate from first
principles, rather than to provide interpretation of experimental results. If the long ·

limit does not correctly predict the di�usion coe�cient, we know that something needs
to be added to our model in order to improve agreement with experiment. The focus
of this work is, in part, to identify how well the approximations used throughout this
work are able to predict the di�usion.
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8.2.2.1 Computational details

A series of classical molecular dynamics simulations were carried out on the static PES,
for both hydrogen and deuterium, with a range of Langevin damping times, from 5 fs
to 25000 fs, at both high and low temperatures (250 K and 75 K). At each temperature,
and for each of the Langevin times, 10 independent trajectories were carried out for
both hydrogen and deuterium, in order to, not only determine the Langevin damping
time which leaves the di�usion coe�cients approximately invariant to an increase in the
damping time, but also quantify the error in the di�usion coe�cient associated with
each set of calculations.

In order to ensure that changes in the di�usion rate can be attributed only to a change in
the damping time, the calculations presented in this section were all run with identical
parameters, aside from those mentioned above: each of the simulations took place over
a total simulation time of 10 ns, with a timestep of 1 fs (corresponding to 10M MD
steps), with the data output to disk every 50 fs (50 MD steps). When calculating
the autocorrelation functions, and therefore di�usion coe�cients, the starting time was
chosen to be 0.5 ns (500K MD steps), as this ensured more than su�cient time for
the system to reach thermal equilibrium (which is vanishingly small due to the number
of degrees of freedom), but also to lose “memory” of its initial configuration. The
correlation function was calculated over a time period of 0.95 ns, allowing for time
origin averaging of the autocorrelation functions — improving the quality of these
functions.

Furthermore, because a series of 10 independent trajectories was carried out (at each
temperature and value of Langevin damping time), the di�usion rates obtained from
a line of best fit to the time origin averaged MSD autocorrelation functions can also
be averaged over, allowing for improved estimates of the di�usion rates, in addition to
providing an estimate of the error associated in the mean of the di�usion coe�cients
(taken from the standard error in the mean of the di�usion coe�cients).

We note that, while it may not be necessary to carry out simulations of the length
presented in this work; as Section 6.11 explains, longer simulations allow for a better
estimate of the correlation function (due to time origin averaging) — the methods used
throughout this work are su�ciently inexpensive that we are able to perform long-
time simulations with relatively low computational requirements. This is particularly
important for the low temperature simulations, where the di�usion rate will be slower,
and longer runs may be necessary to produce well converged di�usion rates.

Following confirmation that the di�usion behaviour of the adsorbate was not dependent
on its initial position (i.e. the trajectories are ergodic), all calculations presented in
this chapter begin with the adsorbate initially placed at the saddle point in the centre
of the simulation cell (fractional coordinates

1
1
2 , 1

2

2
) (with the height of the adsorbate

corresponding to the minimum of the harmonic well along c at this point).
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8.2.2.2 Di�usion coe�cients as a function of damping time

The di�usion coe�cients, as calculated from averaging over the gradients of the lines
of best fit to the time origin averaged MSDs, for both hydrogen and deuterium at 75 K
are presented in Figure 8.2.3. We notice that, at 75 K, for small values of the Langevin
damping time (> 1000 fs), the di�usion coe�cient does not change significantly — after
this point, the di�usion coe�cient does increase, but so too does the error associated
with the di�usion coe�cients. It is expected that the rapid increase in the error asso-
ciated with the di�usion coe�cients for very long Langevin times is an artefact of the
thermostatting procedure, as the thermostat must periodically provide large thermal
“kicks” in order to bring the temperature back within the desired range to compensate
for its reduced e�cacy when the damping time is long, thereby adversely a�ecting
the di�usion rate (and, in addition, requiring a long time to get the temperature of
the system back under control). It is expected that the minimal number of degrees
of freedom, coupled with the relatively slow di�usion rate at low temperatures means
that the associated di�usion rates will be more sensitive to thermostatting e�ects than
those encountered either during a more typical MD simulation, or for the same type
of simulation but at higher temperatures. For these reasons, it is not expected that
extremely long damping times would be suitable for this study, if that means that the
di�usion rates are subject to large errors.
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Figure 8.2.3: Di�usion coe�cients of classical H and D on the (111) Ni surface, as a
function of the Langevin damping time, at a temperature of 75 K.

Finally, it should be noted that for the 75 K results presented in Figure 8.2.3, there ap-
pears to be very little di�erence between the di�usion rates of hydrogen and deuterium
— it is not obvious that there is a convergence to the expected behaviour of hydrogen
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being more mobile than deuterium (owing to its smaller mass). It is highly likely that
the di�usion of both H and D at low temperatures is su�ciently slow that very long/a
large number of trajectories is required to fully distinguish between the isotopes on the
basis of di�usion rates alone. Therefore, any observations where D is found to be more
mobile than H as the damping time increases in Figure 8.2.3 is unlikely to be signific-
ant, and more likely to be an indication of the error associated with the calculation of
the di�usion coe�cient based on the length of the trajectory, number of trajectories
and/or fitting procedure to the MSD.

When considering the e�ect of the Langevin damping time on the di�usion coe�cient
at a high temperature (250 K), Figure 8.2.4 presents results which are much more
in line with the expected a�ect of the thermostat on the di�usion rates. Hydrogen
is consistently more mobile than deuterium, with a di�usion rate which appears to
increase with respect to the damping time (from 5 fs to 100 fs), which then stabilizes
after around 200 fs. As before, the error in the di�usion coe�cient does tend to increase
as the damping time increases, but the convergence behaviour is much more obvious in
the high temperature results than the low temperature results.
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Figure 8.2.4: Di�usion coe�cients of classical H and D on the (111) Ni surface, as a
function of the Langevin damping time, at a temperature of 250 K.

In order to give an appreciation for how the damping time a�ects the di�usion rate
relative to a change in the temperature, Figure 8.2.5 shows both the high and low
temperature results on the same set of axes. It is clear that, while there does tend to
be a slight upward drift in the di�usion coe�cient as the damping time increases at
75 K, relative to the increased di�usion rates at 250 K, these small changes are not
significant.
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Figure 8.2.5: Di�usion coe�cients of classical H and D on the (111) Ni surface, as a
function of the Langevin damping time, at temperatures of 75 K and 250 K.

It was therefore decided that a compromise should be sought between seeking the long
damping time di�usion behaviour and the reproducibility (small errors) of the di�u-
sion coe�cients. Because the plateau region in the low temperature results lies at low
damping times, and this region falls at higher damping times in the high temperature
results, in order to choose a single damping time which is suitable across the whole
temperature range, a Langevin damping time of 500 fs was chosen for all subsequent
calculations, it is not expected that an increase beyond this point would lead to signific-
ant changes in the di�usion behaviour at the temperatures being studied in this work.
This does however indicate that a wide variety of di�usion rates may be produced by
simply varying the damping time (at the cost of increasing the error, for large damp-
ing times), and that the optimal damping time required to produce invariant di�usive
behaviour may also have a temperature dependence.

8.2.3 Temperature dependence of the di�usion rate

Following the determination of the Langevin damping time, the temperature depend-
ence of the di�usion rate of both H and D on the Ni PES, was then calculated. This
was determined by performing a series of 20 independent trajectories (for each isotope)
at 8 di�erent temperatures, ranging from 75 K to 250 K, in steps of 25 K, using the
same parameters as the previous calculations (�t of 1 fs, total time of 10 ns, writing
to disk every 50 fs and a Langevin damping time of 500 fs). Following the completed
trajectories, the mean squared displacements for each of the trajectories was produced,
starting 0.5 ns into the trajectory, for a total length of 0.95 ns — allowing for time
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origin averaging to produce a single MSD from the remaining 9.5 ns trajectory. By
selecting the start time for the MSD in this way, the system is given 1000 Langevin
damping times to reach equilibration and lose memory of its initial position.

Figure 8.2.6 shows the result of averaging over each of the 20 MSDs, in order to produce
a single MSD, at each temperature. It is immediately obvious (before calculating the
di�usion coe�cient), that the expected behaviour of H being more mobile than D is
observed.
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Figure 8.2.6: Mean squared displacements from the classical simulations of H (top)
and D (bottom) on (111) Ni, at a range of temperatures. The MSDs pictured were
obtained through averaging over MSDs resulting from 20 independent trajectories at
each temperature.
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Following the determination of the mean squared displacements associated with each
trajectory, the di�usion coe�cients at each temperature were then calculated by per-
forming a least squares fit to each of the 20 correlation functions (rather than just the
average MSD), taking the gradient of each resulting line, and averaging over them in
order to produce a single di�usion coe�cient at each temperature, as well as an es-
timate of the associated error. The resulting di�usion coe�cients are presented as a
function of the temperature in Figure 8.2.7.
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Figure 8.2.7: Di�usion coe�cients as a function of temperature for classical simulations
of H and D on the (111) Ni surface.

In order to determine whether the temperature dependence of the di�usion rates agrees
with the Arrhenius relationship, it is helpful to plot the logarithm of the di�usion coe�-
cient (or the di�usion coe�cient on a logarithmic scale) against the inverse temperature
— the result of this procedure is shown in Figure 8.2.8.
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Figure 8.2.8: Arrhenius plot of the di�usion coe�cient as a function of inverse temper-
ature, for classical simulations of H and D on the (111) Ni surface (shown with lines of
best fit).

As demonstrated in Figure 8.2.8, it is observed that classically the di�usion rate varies
by 6 orders of magnitude over the temperature range 75 K to 250 K. Furthermore,
we see that the classical results tend to follow the Arrhenius relationship quite closely,
especially in the high temperature regime. Although the H results do not track the
straight line quite as nicely as the D results, especially at low temperatures, it is
expected that performing more simulations/longer simulations may bring any outlying
points closer to this line. Due of the method used to calculate the di�usion coe�cients
and estimate the associated error, it may also be reasonable to assume that, for the
slowest di�usion rates (temperatures of 75 K and possibly 100 K), the true errors may
actually be larger than as illustrated on the graph, but that an unfortunate collection
of trajectories, or insu�cient length runs/numbers of trajectories have conspired to
decrease the error estimate, and/or shift the mean in an unfortunate way.

The activation energies and frequency factors associated with the adsorbate di�usion
were then calculated by substituting the gradients and intercepts of the lines of best fit
(in Figure 8.2.8) into the Arrhenius relationship, leading to the results given in Table
8.2.1.

Frequency factor (Hz) Ea (meV)
H 2.80 ◊ 10≠3 ≠141.1
D 2.05 ◊ 10≠3 ≠142.3

Table 8.2.1: Frequency factors and activation energies from the Arrhenius law, for
classical H and D on the (111) Ni surface.
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In the purely classical regime, because di�usion occurs via thermally activated hopping
over energy barriers, it is the barrier height which determines the activation energy,
rather than the shape of the energy barrier (as in quantum tunnelling), this means
that, because the potential energy surface is identical for H and D, that the lines on
the Arrhenius plot should lie parallel, and the activation energies should be the same.
Instead, we find a slight (1.2 meV) di�erence between the two activation energies, which
is attributed to the undesirable low temperature behaviour of hydrogen in the classical
simulations. It is hoped that more trajectories would act to reduce this di�erence in
the activation energies.

Ignoring for a moment the small discrepancy in the activation energy, the classical
di�erence in di�usion rates for H and D, arising from the change in mass enter into the
Arrhenius equation in the form of the pre-exponential frequency factor. Here we find
that the ratio between the frequency factors, H/D, is found to be 1.37 (to 3 significant
figures), slightly smaller than the expected


mD/mH ƒ 1.41.

8.2.4 Classical trajectories

Before moving on to the quantum calculations, it is worthwhile to plot the trajectories of
H and D, at both low (75 K) and high (250 K) temperatures, as a means of determining
the di�usion pathways, as well as ensuring that the adsorbate motion is plausible.

Figure 8.2.9 shows the trajectories at 75 K. As one might expect, these trajectories are
rather uninteresting, owing to the incredibly slow di�usion rate at this temperature.
There appears to be little di�erence between the motion of H and D in these traject-
ories, and both are shown to be confined to a single potential well for the length of the
trajectory plotted. While there is still a non-zero di�usion rate, it is su�ciently slow
that we would have to run the trajectory for a long time in order for the adsorbate to
thermally jump from one site to another (through a “kick” from the Langevin thermo-
stat).
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Figure 8.2.9: The trajectories of H (top, blue) and D (bottom, red) along the Ni
(111) PES at a temperature of 75 K. For visualization purposes, these trajectories were
plotted from a short 500 ps simulation, with the adsorbate position written out to disk
every 10 fs. All other simulation parameters were kept the same as in the calculations
which were used to calculate the di�usion coe�cients (i.e: a Langevin damping time of
500 fs, and a timestep of 1 fs).

Figure 8.2.10 shows the motion of H and D along the surface at a temperature of 250
K. Due to the faster di�usion rate, these trajectories give us more insight into the
di�usive process than the previous trajectories. Here, we see that (for the length of the
trajectory visualized) the adsorbate appears to spend a large amount of time in the
two minima of the PES (because of the large number of data points in these regions),
before thermally hopping to another of the minima, via the bridge site — this gives rise
to a trajectory which appears to have a characteristic hexagonal pattern, which arises
out of the structure of the (111)-surface of an nickel (which is an FCC material).

To expand on the previous point: the sites above the surface atoms are energetically
unfavourable, and are unlikely to be explored by the adsorbate during a comparatively
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short MD trajectory. It would however be expected that, given enough time, and a
suitable (ergodic) thermostat, these sites should also be occasionally visited.

Finally, we see that the hydrogen atom appears to travel further than the deuterium
during the length of the trajectory — this is unsurprising as the smaller mass of hy-
drogen should mean that it is more mobile than the comparatively heavier deuterium.
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Figure 8.2.10: The trajectories of H (top, blue) and D (bottom, red) along the Ni (111)
PES at a temperature of 250 K. For visualization purposes, these trajectories were
plotted from a short 500 ps simulation, with the adsorbate position written out to disk
every 10 fs. All other simulation parameters were kept the same as in the calculations
which were used to calculate the di�usion coe�cients (i.e: a Langevin damping time of
500 fs, and a timestep of 1 fs).

8.3 Quantum di�usion

We now present the results of the partially adiabatic centroid molecular dynamics
simulations which were carried out using the DFT PES, in order to determine the
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quantum mechanical e�ects on the temperature dependence of the di�usion rates.

8.3.1 Convergence of number of beads

When performing path integral based molecular dynamics simulations, it is important
that we converge with respect to the number of beads (noting that the expense of
the calculation increases approximately linearly as the number of beads is increased).
Unfortunately, before first determining the number of beads that are required, we must
note that, as the number of beads increases, the strength of the harmonic interaction
between the nearest neighbour beads also increases. Therefore, it is likely that, as the
number of beads increases, the timestep required to accurately integrate the equations
of motion may also decrease (this is why the increase in computational cost is only
approximately linear in beads).

We begin by taking a slight detour into the determination of the timestep required
to perform PIMD simulations, noting that this process needs repeating again when
performing PACMD simulations, as the introduction of an adiabatic separation between
the centroid and non-centroid modes means that the timestep may also need to be
reduced further as the higher order modes become lighter.

8.3.1.1 Determining the timestep in PIMD simulations

In order to determine the optimum timestep for the bead convergence test, we must
first decide on an upper bound on the number of beads that we desire to use (as this
will require the smallest timestep) — previous experience suggests that it is rare for
production PIMD calculations to use more than 64 beads — hence we shall fix the
number of beads, initially, at 64. Next, a series of short PIMD simulations is carried
out for both H and D at 75 K and 250 K, for a range of timesteps from 0.1 fs to 1 fs.
The parameters of these simulations are as follows: a Langevin damping time of 500
fs, the total simulation time fixed at 250 ps, and the data output to disk every 50 fs,
with the total number of MD steps, and the output interval (number of steps between
writing data to disk) varied to preserve these values as the timestep was varied. As
with classical molecular dynamics, it is expected that the timestep will be determined
by the lightest mass isotope (hydrogen) and the highest temperature (250 K).

We note that the PIMD simulations presented in this thesis are carried out using the
normal mode transformation, as this is required for the PACMD method (meaning
results are transferrable between PIMD and PACMD), and because it also acts to
compress the frequency spectrum, meaning that the timestep requirement should not
change significantly as the number of beads is increased.

Figure 8.3.1 shows the mean and root mean squared fluctuations of the virial total
energy estimator for the aforementioned calculations. Noting that the virial total energy
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is subject to fluctuations, and is always less well converged (larger fluctuations) than
the total energy in classical MD simulations, we note that the results in Figure 8.3.1
suggest that there is no significant reduction in accuracy when using a similar timestep
as the classical simulations (1 fs). As previously mentioned, PIMD calculations must
always use a thermostat, which can compensate (to some degree) for a slightly larger
timestep than would be required if the thermostat were not present.
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Figure 8.3.1: The mean (top) and RMS fluctuation/standard deviation (bottom) of the
virial total energy for H/D on (111) Ni at 75/250 K as a function of timestep size. The
PIMD calculations were carried under the normal mode transformation, with 64 beads.

In addition to monitoring the mean of the virial total energy, Figure 8.3.1 suggests
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that a small timestep actually acts to increase the fluctuations about the mean of the
estimator, indicating that too small a timestep can actually have a detrimental e�ect
on the behaviour of the energy estimator. Therefore, there is nothing to suggest that
a 1 fs timestep is not su�cient, at least, for the determination of the number of beads
(for our purposes, it does not matter if the virial total energies are not completely
converged, as the convergence with respect to the number of beads is likely to have a
much more significant e�ect on the quality of the calculations).

While the increase in the fluctuations of the virial total energy is unexpected (especially
when the timestep is still su�ciently large that numerical rounding error should not
have an e�ect), we note that the mean virial total energy is still reasonably well con-
verged (for all but a single data point in the 250 K deuterium results). Unfortunately,
there is no obvious reason for this behaviour, especially since there is no explicit de-
pendence on the timestep for the virial energy estimator. It is thought that this issue
possibly arises due to the thermostatting procedure: as the timestep decreases, the
random noise term of the thermostat increases, and since each bead is thermostatted
independently but also exerts a force on its neighbouring beads, it is likely that there is
a negative impact on the virial total energy — thus, as we seek to increase the accuracy
of the integration scheme, the thermostat appears to be working against us to increase
the phase space sampling and there is a competition between these two e�ects.

8.3.1.2 Bead convergence

Because convergence tests of the di�usion coe�cient with respect to the number of
beads can prove to be computationally expensive, due to the number and length of the
simulations required, it was decided that the radius of gyration and virial total energy
could instead be used as a proxy for determining the convergence of the simulations
with respect to the number of beads.

For the following convergence calculations, PIMD simulations of H and D at 75 K and
250 K were carried out for a varying number of beads (from 2 to 64), each for a total
run time of 2.5 ns, with a timestep of 1 fs, a Langevin damping time of 500 fs, and
with the data written out to disk every 50 fs.

Figure 8.3.2 shows the mean radius of gyration and virial total energies as a function
of the number of beads. We see the expected behaviour: at convergence, H is more
delocalized (has a larger radius of gyration) than D at the same temperature, and the
radius of gyration for both particles is larger at lower temperatures — indicating that
delocalization will play more of a role at lower temperatures. In addition, the virial total
energies are also what we would expect — larger for H than D at the same temperature
(increased zero point energy), and both increase as the temperature increases. For our
calculations, 16 beads were chosen to represent the quantum particle — although it
may be argued that 32 beads may be required for H at 75 K, it was not felt that this
warranted a doubling in the computational cost for such a small apparent gain.
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Figure 8.3.2: Convergence behaviour of the mean radius of gyration (top) and virial
total energy (bottom) as a function of the number of beads, for H/D on (111) Ni at
75/250 K.

Finally, while it is only through monitoring the behaviour of the di�usion coe�cient as
a function of the number of beads that we are able to confirm complete convergence
of our property of interest, it is hoped that the results presented Figure 8.3.2 are at
least able to convince us that we have, at the very least, included a large part of the
quantum correction.
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8.3.2 Convergence of the adiabaticity parameter

In order to rigorously determine the convergence of the di�usion coe�cient with respect
to the adiabaticity parameter, “, a series of PACMD trajectories should be carried out,
reducing the value of “ until the di�usion coe�cient does not change by an appreciable
amount. Unfortunately, as “ decreases, the computational cost associated with these
simulations tends to increase (as we shall see). Because the accurate determination of
di�usion coe�cients often requires long time/multiple trajectories, this makes directly
measuring the convergence of this property with respect to “ an expensive procedure.
Instead, we must consider whether other quantities may instead be used as a proxy of
measuring the convergence with respect to “.

As previously stated, the e�ect of reducing “ acts to increase the adiabatic separation
between the motion of the centroid and non-centroid modes of the ring polymer, by re-
ducing the masses associated with the momentum variables of the non-centroid modes.
This adiabatic separation acts to introduce an adiabatic averaging of the mean centroid
force due to the relatively quick motion of the non-centroid modes with respect to the
centroid. It is important to reduce this parameter until the potential of mean force
on the centroid is well converged, but reducing this parameter tends to lead to an in-
crease in computational cost: as “ æ 0, the non-centroid modes become lighter and the
timestep used for the simulations must be reduced accordingly in order to accurately
integrate the equations of motion. Values of “ which are smaller than necessary should
not adversely a�ect the di�usion rates, but they will mean that the computational cost
may be increased.

Therefore, the determination of “ must, like the number of beads, be preceded by
a further determination of the timestep required for the highest degree of adiabatic
separation (smallest “), in order to ensure that the integration remains stable for all
values of adiabatic separation (of course, it is possible to re-converge �t for each value of
“, but this would be time consuming and potentially more computationally expensive).
Skipping over the details (which are the same as in Section 8.3.1.1, but with di�erent
values of �t), the largest timestep which could be used for our lower bound of “ =
0.0025 was found to be �t = 0.005 fs — even a timestep as small as 0.01 fs was found
to produce unstable dynamics at 250 K for H (although D at 250 K was stable with
this timestep) — as is evident by a discontinuous jump in the radius of gyration during
a simulation.

Following the determination of the optimal timestep, a series of PACMD calculations
were carried out to determine which degree of adiabatic separation was required to
accurately generate the centroid force, and therefore correctly calculate the quantum
di�usion coe�cients. These calculations were carried out for a range “ (from 0.0025
to 0.75), for both H and D at high (250 K) and low (75 K) temperatures, for a total
simulation time of 250 ps (corresponding to 50M MD steps), again with a Langevin
damping time of 500 fs, and with the data written out to disk every 50 fs.
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First, we begin by considering the variation of the di�usion coe�cient, as calculated
from the gradient of the line of best fit to the MSD. The MSDs are calculated, beginning
50 ps into the trajectory, for a total length of 50 ps (1/4 of the remaining simulation
time), allowing for some small amount of time origin averaging. Because we are not
only averaging over a single trajectory, but also using a very short trajectory to estimate
the di�usion coe�cient (with a small amount of time origin averaging), the di�usion
coe�cients calculated in this instance were not expected to be quantitatively correct,
but it was hoped that we might be able to gain some insight into the qualitative
behaviour of the convergence behaviour of the di�usion coe�cient — these results are
presented in Figure 8.3.3.
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Figure 8.3.3: E�ect of the adiabaticity parameter on the di�usion coe�cients for H/D
(16 beads) on the (111) Ni surface, at 75 K (top) and 250 K (bottom). Note that only a
single short run for each value of adiabatic separation was carried out, and so di�usion
coe�cients will be a poor estimate to the true value.

As we can see in Figure 8.3.3, not only are the di�usion coe�cients orders of magnitude
faster than the true di�usion coe�cient (owing to insu�cient number of data points,
due to the short trajectory), but there is also no clear convergence of the di�usion
rate as “ is reduced. If we wish to measure the convergence of the di�usion coe�cient
with respect to “, it appears we must do so properly, and perform (a series of) long
trajectories. Instead, we turn our attention to the mean radius of gyration calculated
from these PACMD runs, to determine whether this quantity provides any indication
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as to which values of “ are required.

Figures 8.3.4 and 8.3.5 show the mean radius of gyration for H and D at 75 K and 250
K respectively. For H at 75 K, there appears to be oscillatory behaviour in the radius
of gyration, but we may consider that at least some of the data points to be the same
within error — still, the behaviour is not clear. In the case of D at 75 K, aside from
the smallest value of “ = 0.0025, there appears to be some degree of convergence for
small values of “ (from “ = 0.025 to “ = 0.005).
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Figure 8.3.4: The mean radius of gyration of H (top) and D (bottom) on the (111) Ni
surface (at 75 K) at varying degrees of adiabatic separation between the centroid and
non-centroid modes (16 beads).
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When considering the 250 K results (Figure 8.3.5), the roles are reversed — hydrogen
(top) appears to show much clearer convergence behaviour than deuterium (bottom).
The hydrogen results suggest that values of “ Æ 0.02 are su�cient, although it is unclear
whether the radius of gyration has fully decayed in the deuterium results, or whether
smaller values of “ will reduce this further still.
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Figure 8.3.5: The mean radius of gyration of H (top) and D (bottom) on the (111) Ni
surface (at 250 K) at varying degrees of adiabatic separation between the centroid and
non-centroid modes (16 beads).

It may simply be the case that the results presented in Figures 8.3.4 and 8.3.5 are
indicative of trajectories which are insu�ciently long as to provide a full unbiased
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exploration of phase space.

If we instead consider the root mean squared fluctuations about the mean of the radius
of gyration (Figure 8.3.6), we begin to see a clearer pattern of convergence. In all cases
there is a clear tendency of RMS fluctuation to decay as the adiabaticity parameter
decreases (corresponding to lighter non-centroid modes) — this could suggest that there
becomes a point when the masses of the non-centroid modes are su�ciently small to
give rise to oscillations about the centroid which are relatively una�ected by a change in
their position along the PES, rather than exhibiting larger fluctuations when the non-
centroid masses are high, because the extent of their fluctuations about the centroid
are more dependent on their position on the PES. The results of Figure 8.3.6 seem to
suggest that the required value of “ might be between 0.025 and 0.0025 (with only the
250 K deuterium results casting doubt on these numbers).
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Figure 8.3.6: The root mean squared fluctuation of the radius of gyration of H (top)
and D (bottom) on the (111) Ni surface, at 75 K and 250 K, for varying amounts of
adiabatic separation between the centroid and non-centroid modes (16 beads).

Turning our attention now to the mean virial total energy, Figure 8.3.7 shows the
convergence of this value with respect to the adiabaticity parameter, at 75 K (top) and
250 K (bottom). In both cases, the virial total energy is much more well behaved for
smaller values of “ in the deuterium results, but the hydrogen results are less clear
(especially at 250 K). There seems to be an upward trend in the virial total energy for
hydrogen at 75 K, but it is unclear whether we have yet reached full convergence, or
whether the short trajectory is adversely a�ecting the measurement of this property. At
250 K, the hydrogen results are much more variable, with a few data points which may
in fact be anomalous — if these high energy points were discarded, then the behaviour
is much more smooth, with an indication that there is a slight upward trend in the
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virial total energy at either extreme of high or low values of “.
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Figure 8.3.7: Mean virial total energies of H and D on the (111) Ni surface, at 75 K
(top) and 250 K (bottom), as a function of the adiabaticity parameter (16 beads).

Finally, we turn our attention to the root mean squared fluctuation of the virial total
energy (see Figure 8.3.8). In the classical MD simulations, we used the fluctuations
of the total energy as a measure of the quality of the numerical integration due to a
particular size of timestep. If we were to consider the virial total energy as the closest
equivalent in PACMD simulations to the total energy in classical MD, then we might
also feel justified in using the RMS fluctuations of the virial total energy to describing
the quality of the underlying integration in PACMD. In this case, the fluctuations of
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the virial total energy can be thought of as representing the quality of the integration
of the adiabatically averaged equations of motion of the centroid in our simulation. If
the fluctuation of the virial total energy were to decrease, then we can consider the
integration of the centroid equations of motion of good quality, which implies that
there is at least some degree of convergence in the calculation of the centroid mean
force. Figure 8.3.8 seems to suggest that all values of “ Æ 0.1 are suitable for accurate
integration of the centroid equations of motion.
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Figure 8.3.8: The root mean squared fluctuation of the virial total energy estimator for
H and D on the (111) Ni surface, at 75 K and 250 K, as a function of the adiabaticity
parameter (16 beads).

On the basis of the results presented in Figures 8.3.8 and 8.3.6, we settle on an adia-
baticity parameter of “ = 0.01. While the only way of determining for certain whether
the di�usion coe�cient is invariant to further reductions in the adiabaticity parameter
is to perform the computationally expensive systematic studies, it is hoped that this
degree of adiabatic separation is su�ciently small to be able to suitably converge the
average centroid force at all positions along the surface, and therefore produce the
correct quantum di�usion coe�cients. To the end, the results of Hone et al. (2006)
are encouraging, as they showed that it is not completely necessary to guarantee a
complete adiabatic separation between the centroid and non-centroid modes in order
to accurately determine time correlation functions — in fact, it is precisely this result
which allows for the PACMD method to be more e�cient than fully adiabatic centroid
MD.
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8.3.3 Temperature dependence of di�usion rate

Following the determination of the relevant computational parameters (Langevin damp-
ing time, number of beads and adiabaticity parameter), we now turn our attention to
the calculation of quantum di�usion rates using the PACMD method.

Before carrying out the calculation of the di�usion coe�cients, we must first attempt to
make the PACMD simulations more e�cient if possible. We have already determined
that a timestep of �t = 0.005 fs is required for PACMD simulations where “ = 0.0025.
Now that we have increased the adiabaticity parameter to “ = 0.01, we also find that the
timestep may also be increased. By tracking the stability of the numerical integration
(as was done when determining the timestep for “ = 0.0025), we find that we are able
to increase the timestep to �t = 0.05 fs (for timesteps larger than this, the radius of
gyration again exhibits a discontinuous jump in the output for H at 250 K).

As with the classical calculations, the di�usion rate was calculated from the mean
squared displacement, for both H and D on the (111) Ni surface (as approximated by
the DFT PES) at the same 8 temperatures (from 75 K to 250 K), with a Langevin
damping time of 500 fs. For each of these calculations, we ran for a total simulation
time of 2.5 ns, with a timestep of 0.05 fs, outputting the data to disk every 50 fs.
This time, at each value of the temperature (for each isotope), a set of 12 independent
trajectories was computed, in order to allow for an averaging over several di�usion
coe�cients to improve the quality of the final di�usion coe�cients, as well as allowing
an estimate of the error.

When calculating the mean squared displacements, the start time was adjusted to
be 100 ps, and the total length of the MSDs changed to 240 ps (allowing for time
origin averaging over the remaining 2.4 ns trajectory, after the equilibration period is
taken into account). Figure 8.3.9 shows the MSDs which result from averaging each of
the individual 12 MSDs at each temperature. Immediately we see that the di�usion
rate is higher for H than D (at the same temperature), as expected — in addition,
the quantum di�usion rates appear significantly faster than those calculated from the
classical simulations.
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Figure 8.3.9: Mean squared displacements obtained through quantum (PACMD) sim-
ulations of H (top) and D (bottom) on (111) Ni (using 16 beads). These MSDs were
taken by averaging over the resulting MSDs from 12 independent trajectories at each
temperature.

Figure 8.3.10 shows the di�usion coe�cient as a function of temperature, resulting from
an averaging over each of the 12 independent di�usion coe�cients at each temperature.
We see that, although the curve is less smooth than the classical calculations, the
di�usion rates span fewer orders of magnitude across the temperature range being
studied than in the classical simulations. In addition, even at the highest temperature
studied throughout this work (250 K), quantum e�ects act to increase the di�usion
rate significantly for both hydrogen and deuterium — this is not surprising, as it has
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been observed that quantum nuclear e�ects are significant for protons even at room
temperature (Berne and Thirumalai, 1986).
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Figure 8.3.10: Di�usion coe�cients as a function of temperature for quantum (PACMD)
simulations of H and D on the (111) Ni surface (using 16 beads).

In order to determine whether the adsorbate di�usion still follows the Arrhenius re-
lationship, with only a single activation energy, we again calculate the line of best fit
on an Arrhenius plot, across the whole temperature range, which is given in Figure
8.3.11. In this case, we observe is that a single line does not appear to produce a good
fit to the data points — while the fit tends to be better for D than H, it does generally
get worse as the temperature decreases, possibly indicating a transition from thermally
activated classical hopping between sites to quantum tunnelling mediated di�usion at
lower temperatures. If we are seeing a transition to quantum di�usion, it is not entirely
unexpected that a classical Arrhenius relationship tends to fit the deuterium data bet-
ter than the hydrogen data (as the radius of gyration indicates that deuterium is less
delocalized than hydrogen at the same temperature, as expected).
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Figure 8.3.11: Arrhenius plot of di�usion rates against inverse temperature from
quantum (PACMD) simulations of H and D on the (111) Ni surface (using 16 beads).
Presented with a single line of best fit across the whole temperature range.

From the line of best fit, a single activation energy and frequency factor describing
the di�usion across the whole temperature range was calculated. These are expressed
in Table 8.3.1. What we now see is a larger discrepancy in the activation energies
(which are both significantly reduced) when compared with the classical simulations,
indicating that the shape of the energy barriers plays a role, not only the height —
and that hydrogen and deuterium e�ectively “see” di�erent barriers, which can be
attributed to the e�ect of tunnelling (the di�erence in activation energies is now: 7.7
meV). In addition, the ratio of the frequency factors is now found to be 0.77, rather
than the 1.37 as was found with the classical simulations.

250 K - 75 K
Frequency factor (Hz) Ea (meV)

H 3.19 ◊ 10≠4 ≠30.5
D 4.15 ◊ 10≠4 ≠38.2

Table 8.3.1: Frequency factors and activation energies (given to 3 significant figures)
from the Arrhenius law fitted across the entire temperature range, for quantum H and
D (16 beads) on the (111) Ni surface.

A deviation from classical Arrhenius behaviour can be investigated by dividing the
temperature range into two regions: a high temperature region (250 K to 100 K), and
a low temperature region (100 K to 75 K). When fitting lines of best fit to each of
these regions separately, the resulting Arrhenius plot is given in Figure 8.3.12. Here we
see that (unsurprisingly), by virtue of fitting each of the lines to a reduced number of
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points, the fit is much better than in Figure 8.3.11. Almost all of the data points now
fall along the lines of best fit, with the 150 K hydrogen di�usion rate being the biggest
outlier.

The most interesting feature of Figure 8.3.12 is that there does appear to be some
breaking in the Arrhenius slope at low temperatures, indicating a possible transition
from thermally activated (classical) tunnelling at high temperatures, and the more
temperature independent di�usion through quantum tunnelling at lower temperatures.
While we do not observe a sharp transition into temperature independent tunnelling,
as we might expect, and we must be careful to draw conclusions on the basis of two
data points, the quantum di�usion profile in Figure 8.3.12 presents a vastly di�erent
picture to that obtained with classical simulations (Figure 8.2.8). Of course, including
more data points, not only within the existing temperature range, but also going out
to lower temperatures is the only way of verifying that there is indeed a transition to
temperature independent di�usion — still, the results presented are promising.
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Figure 8.3.12: Arrhenius plot of di�usion rates against inverse temperature from
quantum (PACMD) simulations of H and D on the (111) Ni surface (using 16 beads).
Presented with a two lines of best fit, this time with one line fitted at high temper-
atures (from 250 K to 100 K), and another at low temperatures (100 K to 75 K). A
sharp break in the gradient between the two lines indicates a possible transition from
thermally activated (classical) di�usion to di�usion mediated by tunnelling (quantum
di�usion).

Repeating the process of calculating the activation energies and frequency factors as-
sociated with the lines of best fit in the above Arrhenius plot, leads to the results
presented in Table 8.3.2. We now find that, in the high temperature region, the di�er-
ence in the activation energies is found to be 6.8 meV, which reduces to 5.7 meV in the
low temperature region. In addition, the ratio of the frequency factors is now found to
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be 0.81 and 1.07 in the high and low temperature regions respectively. These results
are a further indication that the di�usion rate is significantly di�erent for the quantum
results when compared with the classical results.

250 K - 100 K 100 K - 75 K
Frequency factor (Hz) Ea (meV) Frequency factor (Hz) Ea (meV)

H 4.36 ◊ 10≠4 ≠35.3 1.08 ◊ 10≠4 ≠22.2
D 5.37 ◊ 10≠4 ≠42.1 1.01 ◊ 10≠4 ≠27.9

Table 8.3.2: Frequency factors and activation energies (given to 3 significant figures)
from the Arrhenius law, for quantum H and D (16 beads) on the (111) Ni surface.
In this case, these values are calculated separately for the high and low temperature
regions.

8.3.4 Radius of gyration as a function of temperature

The radius of gyration has been used throughout this work as a measure of the quantum
delocalization of the adsorbate as it moves across the static surface. Figure 8.3.13 shows
how the mean radius of gyration, and the fluctuations of the radius of gyration vary as
a function of temperature, for both H and D. We see that the mean radius of gyration
for hydrogen seems to increase more or less linearly as the temperature decreases (with
the sharpest increase arising between 75 K and 100 K), whereas the deuterium results
seem to suggest a gradual increase from 100 K to 75 K, and again from 250 K to 125K,
but there does appear to be a sharp increase between 125 K and 100 K, suggesting that
the adsorbate suddenly becomes “more quantum” at these temperatures.

By considering the fluctuations about the mean of the radius of gyration, we are also
able to gain an appreciation of how much the delocalization of the adsorbate varies
as it moves across the surface. We note that while these fluctuations seem to be
fairly constant across the whole temperature range for hydrogen, there appears to be
the general trend for the fluctuations to become more pronounced as the temperature
decreases for the deuterium. This may indicate that, as the temperature decreases, the
hydrogen delocalization tends to una�ected by the position along the surface, whereas
the deuterium tends to be more easily a�ected by these changes in position. At this
stage, it is uncertain whether the jump in the fluctuations for D at 100 K are a physical
feature (possibly indicating the point at which there is a transition in the di�usive
behaviour), or an artefact of the data.

159



Chapter 8 Di�usion of H/D on the (111) Ni surface

100 150 200 250
Temperature (K)

0.15

0.175

0.2

0.225

0.25

0.275

0.3

<R
ad

iu
s o

f G
yr

at
io

n>
 (Å

)

Hydrogen
Deuterium

100 150 200 250
Temperature (K)

0.025

0.03

0.035

0.04

0.045

0.05

R
M

S 
Fl

uc
tu

at
io

n 
R

G
Y

 (Å
)

Hydrogen
Deuterium

Figure 8.3.13: The temperature dependence of the mean (top) and RMS fluctuations
(bottom) of the radius of gyration for H and D on the (111) Ni surface (using 16 beads).

Figure 8.3.14 shows the ratio of the mean radius of gyration of H to D varies as function
of the temperature. We see that, at high temperatures, the ratio between the two
measures of delocalization is more or less constant, with there being a large change in
as the temperature reduces from 150 K to 100 K, as the delocalization of the deuterium
increases relative to the hydrogen. As the temperature decreases further from 100 K
to 75 K, the relative amount of hydrogen delocalization increases, indicating that the
deuterium becomes more quantum mechanical as the temperature decreases from 150
K, but with the hydrogen becoming more relatively more quantum mechanical at the
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lower temperature of 75 K.
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Figure 8.3.14: The ratio of the H to D mean radius of gyration from quantum (PACMD,
16 beads) simulations on the (111) Ni surface as a function of temperature.

8.3.5 Quantum trajectories

As with the classical simulations, it is instructive to plot the trajectories of the ad-
sorbate as it moves across the surface. This is particularly useful for the quantum
simulations, which give us additional information that was not available to us in the
classical simulations: from the properties of the ring polymer, we are able to know not
only where the adsorbate was located (or at least, its position expectation value along
a closed Feynman path), but also how delocalized it was at any point along the surface.
By plotting the centroid position superimposed onto a circle representing the radius of
gyration, we are able to visualize which regions of the surface the quantum adsorbate
“feels” as it moves on its journey across the surface. In the figures that follow, the
circles representing the delocalized quantum particles are plotted with a small amount
of transparency, such that darker regions represent overlapping delocalized positions
(and therefore more probable positions of the quantum particle).

Figure 8.3.15 shows the quantum trajectories of H and D along the surface at a temper-
ature of 75 K. Here, even though the visualized trajectory is shorter than the corres-
ponding classical trajectories (Figure 8.2.9), the adsorbates are shown to explore more
of the surface than in the classical simulations. In addition, we see the same character-
istic hexagonal structure emerging as in the 250 K classical simulations (Figure 8.2.10),
except this time there is a degree of “smearing” due to the delocalized nature of the
adsorbates.
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Figure 8.3.15: Quantum trajectories of the H (top, blue) and D (bottom, red), both
represented by a ring polymer (of 16 beads), along the Ni (111) PES at a temperat-
ure of 75 K. These plots were generated from a short PACMD trajectory of 200 ps,
with the centroid position and radius of gyration outputted to disk every 10 fs. All
other simulation parameters were kept identical to those used for the calculation of the
di�usion coe�cients (16 beads, Langevin damping time of 500 fs and an adiabaticity
parameter of 0.01). Here the (darker) points represent the centroid position, with the
(lighter) circles representing the radius of gyration of the ring polymer at that point.

When comparing hydrogen to deuterium, we see that the hydrogen is not only more
mobile than the deuterium, but it is also more delocalized as well — in line with the
other results presented in this chapter. In addition, there is also an indication that
the adsorbate becomes more delocalized in the minima of the potential than across the
bridge site — this is to be expected, as the PES curvature is smaller at the minima
than along the bridge site (due to the position of the topmost nickel atoms). In these
calculations, although there does not appear to be any indication of the ring polymer
extending directly over the sites above the topmost nickel atoms, there is a significant
amount of delocalization extending into this region, where the classical particle would
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be unlikely to explore.

Moving on to the 250 K results, in Figure 8.3.16 we again see the emergence of the
hexagonal structure of the surface, but this time there are some regions where the ad-
sorbate deviates slightly from this path (passing over a site above one of the topmost
nickel surface atoms) — this is most obvious in the deuterium trajectory, highlighted
in Figure 8.3.17. The deviation away from this path is not unexpected — given a
su�ciently long trajectory, the Langevin thermostat would almost certainly force the
adsorbate over this barrier at some point, with the quantum delocalization giving ad-
ditional energy to increase the likelihood of such motion.
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Figure 8.3.16: Quantum trajectories of the H (top, blue) and D (bottom, red), both
represented by a ring polymer (of 16 beads), along the Ni (111) PES at a temperat-
ure of 250 K. These plots were generated from a short PACMD trajectory of 200 ps,
with the centroid position and radius of gyration outputted to disk every 10 fs. All
other simulation parameters were kept identical to those used for the calculation of the
di�usion coe�cients (16 beads, Langevin damping time of 500 fs and an adiabaticity
parameter of 0.01). Here the (darker) points represent the centroid position, with the
(lighter) circles representing the radius of gyration of the ring polymer at that point.
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When comparing the hydrogen and deuterium results, we see again the expected beha-
viour: hydrogen is more mobile and more delocalized than deuterium, giving rise to a
greater mean displacement and a larger radius of gyration. In both cases, the adsorbate
is more mobile but less delocalized than the corresponding 75 K trajectories shown in
Figure 8.3.15.

Due to the large distances shown in Figure 8.3.16, it is di�cult to see the extent of
the delocalization of the adsorbate on this scale. This e�ect is made worse by the fact
that the amount of delocalization decreases at higher temperatures. In order to show
the extent of the delocalization as a function of adsorbate position along the surface,
Figure 8.3.17 shows zoomed in regions of a subset of the two trajectories. Note that
because these two trajectories took di�erent pathways, the absolute positions shown
are di�erent for both particles, but due to the periodicity of the underlying potential
energy surface, the adsorbate would be subject to the same potential energy derived
forces in these regions.
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Figure 8.3.17: A subset of the quantum trajectories shown in Figure 8.3.16 for H (top,
blue) and D (bottom, red) moving along the Ni PES at 250 K.
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8.3.6 Ratio of classical and quantum di�usion coe�cients

Given that deuterium has twice the mass of hydrogen, it would be instructive to see
how the ratio of the two di�usion coe�cients compare as a function of temperature, for
both the classical and the quantum results. The results of this can be seen in Figure
8.3.18. We can see that while the ratio of the two di�usion coe�cients is similar both
classically and quantum mechanically at higher temperatures (150 K to 250 K), as the
temperature reduces, there appears to be a widening between the ratios of the classical
and quantum results.

We note the previous comments about the di�culties in generating accurate di�usion
coe�cients for the low temperature classical results, and suggest that more trajectories
may need to be generated in order to accurately determine the ratio of the di�usion
rates at low temperatures. At 75 K, it should still be expected that H is more mobile
than D (and so D(H)/D(D) should be > 1). It is natural to assume that, for well
converged di�usion coe�cients, the ratio of the two di�usion coe�cients should remain
more or less constant across the whole temperature range in the classical simulations,
because there is only a single mechanism by which di�usion can occur.

In the quantum results, as the temperature decreases, because there are two mechanisms
by which the adsorbate can di�use across the surface, it is expected that there should
be some change in the ratios as the temperature decreases. In this case, we expect the
observed behaviour: that the hydrogen di�usion rate will increase more rapidly than
the deuterium rate, owing to its larger amount of delocalization.
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Figure 8.3.18: The ratio of H to D di�usion coe�cients for classical and quantum
(PACMD, 16 beads) simulations on the (111) Ni surface as a function of temperature.
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It is also helpful to plot the ratio of the classical di�usion rate to the quantum one for
the same isotope. The results of such a graph are presented in Figure 8.3.19. Down to
150 K, we observe that the hydrogen and deuterium di�usion ratios tend to track each
other quite nicely, with the deuterium rate being a�ected more by the QM e�ects than
the hydrogen results at high temperatures. This can be attributed to the fact that, in
the high temperature regime, because the hydrogen is already moving quite quickly,
the addition of extra energy from the quantum “correction” does not have a significant
impact on the results, whereas because the deuterium is moving relatively more slowly,
the addition of any extra energy contributions from the QM e�ects are likely to a�ect
its di�usion rate more significantly — of course, the decreased amount of delocalization
of D is likely to o�set this extra increase, so we are still expecting for the two curves
to track each other reasonably closely.

As the temperature decreases, the gap between the ratios of the hydrogen and deuterium
results does tend to widen (for the aforementioned reasons). It is not yet known whether
the transition at 75 K, with the hydrogen results being quantum mechanically corrected
more than the deuterium is because the deuterium has already reached its maximum
amount of quantum delocalization, and the hydrogen still has further to go, or because
the low temperature classical results at 75 K underestimated the hydrogen di�usion
rate.
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Figure 8.3.19: The ratio of quantum (PACMD, 16 beads) to classical di�usion coe�-
cients for H and D on the (111) Ni surface as a function of temperature.
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8.4 Summary

We have seen that quantum nuclear e�ects are essential in the treatment of the di�usion
of hydrogen/deuterium along the nickel (111) surface. At all temperatures studied, the
quantum results exhibited significantly larger di�usion coe�cients than the classical
results. Figure 8.4.1 shows the di�usion rates for both H and D, from the classical and
quantum simulations on the same set of axes.

It is observed that the quantum di�usion rates span many fewer orders of magnitude
than the classical results, and also that there is an indication of non-Arrhenius beha-
viour as the temperature decreases in the quantum simulations. This indicates that, not
only are the classical results quantitatively wrong, but that they also show qualitative
di�erences at low temperatures, when compared with the quantum simulations.
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Figure 8.4.1: Arrhenius plots of the di�usion coe�cient as a function of inverse tem-
perature for classical and quantum (PACMD, 16 beads) of H and D on the (111) Ni
surface. Presented with lines of best fit (1 line for classical results, 2 lines for quantum
results).

Referring back to the experimental results which motivated this work, we find that the
classical di�usion rates are consistently faster than di�usion rates reported by Lin and
Gomer (1991), Lee et al. (1993) and Cao et al. (1997) (see Figures 2.3.1, 2.3.2 and
2.3.3) (often by ~2-3 orders of magnitude), and unsurprisingly do not describe the tem-
perature independent di�usive regime. When comparing with the newer (preliminary)
results of Zhu and Ward (2013) (whose results suggest di�usion rates of ~10≠6 to 10≠7

cm2/s across a temperature range of 250 K to 125 K, and a transition temperature of
approximately 170 K), we find that the di�usion rates are very similar at 250 K, but
di�er by around an order of magnitude as the temperature decreases to 125 K, with
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the classical simulations being the slower of the two — this is encouraging, because
we should naturally expect that the system behaves classically at higher temperatures,
but should report slower di�usion rates than the physical system as the temperature
decreases due to quantum e�ects being neglected in these calculations.

When turning to the quantum simulations, we have already stated that the e�ect of in-
cluding the quantum nuclear e�ects acts to increase the di�usion rate across the whole
temperature range — unfortunately this has a negative e�ect on the comparison with
all of the experimental results previously mentioned (with the di�erence between all
experimental results increasing by a few more orders of magnitude). With particular
reference to the results of Zhu and Ward (2013), we now find that our di�usion coe�-
cients are typically larger than the experimental results by 2 orders of magnitude, and
in addition we find a less sharply defined transition temperature, which is ~70 K lower
than the experimental result.

We do however note a few positive points from comparison of the quantum simulations
to experiment: firstly, the di�usion coe�cient now spans a reduced number of orders
of magnitude when compared with the classical results (more closely in line with the
results of Lin and Gomer (1991), Lee et al. (1993) and Zhu and Ward (2013), even
though the absolute rates are di�erent). In addition, there appears to be a transition
from classical to quantum di�usion at a temperature of approximately 100 K (in agree-
ment with Lin and Gomer (1991)), although the transition is not as sharp as given by
all experimental data sets except Cao et al. (1997) (who report a much more gradual
change in the gradient of the Arrhenius plot — with a transition temperature of 110
K).

Regarding the transition from classical to quantum di�usion, we note that almost
all of the experimental results do actually show continuous change in the gradient of
the Arrhenius plot, before finally transitioning to relatively temperature independent
di�usion (with the exception of Cao et al. (1997), whose di�usion coe�cients still vary
significantly beyond this transition), it is simply the case that the transition appears to
occur over a much smaller temperature range than is shown in the simulation results. In
this work, the results presented in this thesis do not appear to go down to a low enough
temperature for the Arrhenius plot to level o�, and so it is hoped that, by continuing
down to lower temperatures, we should see this plateau region as well. In addition to
this, a greater number of simulations carried out close to the transition temperature
would also aid to see how sharp this transition is, in addition to determining precisely
at what temperature this transition occurs.

Finally, we remind ourselves that the simulations carried out in this work were done
so under the approximation that the nickel surface could be treated as a static surface.
It is hoped (although not guaranteed) that including the e�ects of the nickel surface
phonons might act to slow the adsorbate, hopefully by a su�cient amount to bring the
simulation results more closely aligned to experiment (particularly the results of Zhu
and Ward (2013), which motivated this study).
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Conclusions

While there may be lingering doubts which exist about the precise quantitative nature of
the quantum di�usion coe�cients, arising out of the sensitivities to the thermostatting
procedure and the convergence behaviour of the adiabaticity parameter, this project
has been broadly successful in that it has shown that quantum nuclear e�ects do have
a substantial e�ect on the di�usion rates of both hydrogen and deuterium. The results
presented in this thesis have shown that quantum e�ects are essential in the treatment
of this system, as there is a qualitative di�erence between the di�usion profiles as
generated with classical and quantum simulations.

If time allowed, it would have been beneficial to further improve the quality of the low
temperature classical di�usion results, and in addition, generate more low temperature
quantum mechanical di�usion rates, in order to more accurately determine the trans-
ition temperature from classical to quantum di�usion. The generation of more data
points would allow for a greater certainty in the low temperature regime, and would
clarify if there does exist a temperature at which we can predict quantum di�usion
coe�cients which are approximately independent of temperature.

Perhaps, the largest outstanding question though, is whether an improved agreement
to experiment can be found by including the vibrational e�ects of the surface nickel
atoms in the simulations, as this seems to be by far the largest approximation made
throughout this work.

It is hoped that, with the simulation software now fully developed, it can be put
to good use in order to carry out further studies in the context of this work. In
addition to moving beyond the static surface approximation, it would also be beneficial
to further determine the precise nature of the pathways that lead to higher and lower
di�usion rates: in e�ect, by calculating a single di�usion rate, we have averaged across
the entire surface, and lost information about the directional nature of the di�usive
pathways. Furthermore, it would be interesting to investigate the calculation of the
time between “hops” across various parts of the surface, for both the quantum and
classical adsorbates.
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9.1 Further work: Improving on the adiabatic approxim-
ation

Although the calculations carried out in this work make use of an adiabatic separation
between the adsorbate and the nickel ions (allowing the use of the PES), in reality, this
is only an approximation. It is expected, that, for long time periods, or as the mass ratio
between the adsorbate and the metals ions becomes smaller, this approximation will
break down. As the adiabatic approximation becomes worse, it will obviously become
important to treat the coupling between the adsorbate dynamics and the metal surface
dynamics.

Since the use of the PES is motivated by the desire to calculate di�usion coe�cients
with ab initio accuracy, in the case where conventional ab initio MD approaches are
too computationally demanding (considering the explicit dynamics of the metal ions),
the obvious approach of including the non-adiabatic e�ects through explicit dynamics
of all atoms using ab initio MD methods is also unfeasible. To this end, it would be
advantageous if the PES approach can be modified to take into account these non-
adiabatic e�ects in a computationally e�cient manner.

It is expected that, for a system at thermal equilibrium, the dominant non-adiabatic
e�ect on the di�usion coe�cient (at long timescales) will arise from interactions between
the adsorbate and the phonon modes of the surface atoms (although there may be other
e�ects such as electronic friction e�ects). If there were a way to modify the PES in
order to, at least approximately, capture these interactions, we could eliminate one
of the largest approximations in our calculations, and yet still calculate the di�usion
coe�cients relatively e�ciently.

It is precisely this idea which motivated the use of the EAM potential in this work:
it was hoped that the reduced cost of the EAM potential would allow for a rapid
prototyping of ideas in which to modify the PES to include these surface phonon e�ects.
The desire was to allow for a time dependent modulation of the PES, consistent with
the e�ect of the phonon-adsorbate coupling, in order to include this e�ect with a similar
computational cost as the static PES. Unfortunately, due to the problems previously
mentioned with the EAM6/7 potentials, time did not allow for all of the details of this
method to be fully determined.

Despite issues with the EAM6/7 potentials, the simulation software written by the
author contains a working implementation of the EAM5 potential which, although
unsuitable for the study of the (111) Ni surface, claims to be suitable for the (100) Ni
surface, and can nevertheless be used as the simple testbed that EAM6/7 was hoped
to be. It is hoped that this idea will at some point be carried forward, whether by the
author or by another person.
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Geometry Optimization

The accurate knowledge of the material’s structure is a prerequisite for calculating
many material properties (such as binding energies, vibrational modes etc). While we
expect that the structure that is most commonly observed in nature is the global min-
imum enthalpy structure, it turns out that finding the global minimum is particularly
challenging task.

In order to simplify the problem, we can make use of the experimentally observed
crystal structure as a starting point in our calculations, and instead restrict our search
to the local minimum enthalpy structure. The method of minimizing the enthalpy for a
particular configuration of atoms is known by several similar names, such as geometry
optimization or structure relaxation.

There exist many di�erent methods, and classes of method for finding local minima.
In the interest of brevity, only the method which was used for this work (the two-point
steepest descent geometry optimization) is discussed.

Two-point steepest descent geometry optimization

We seek to minimize the enthalpy per unit cell, which is defined as

H = E + p�, (A.0.1)

where E is the ground state energy of the system, p is the external pressure (1/3 of the
trace of the pressure tensor) which is applied to the cell, and � is the volume of the
cell.

Following the method of Pfrommer et al. (1997), the free variables in the optimization
procedure are chosen to be the strain tensor, Á, and the atomic positions (in fractional
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space), (s1, . . . , sN ). These variables define a “position” vector,

X =
1
Á, s1, s2, . . . sN

2T
. (A.0.2)

The first 9 components of X are mapped to the elements of the strain tensor as:
X3(i≠1)+j = Áij ; i, j = 1, 2, 3, and the remaining 3N components are simply the frac-
tional coordinates of the N atoms in the cell.

The lattice vector matrix is denoted as h. This is a 3x3 matrix, which has as its columns
the 3 lattice vectors that define the simulation cell. The strain tensor, Á, acts to expand
the lattice vectors of the initial configuration to a new configuration by: h =

1
1 + Á

2
h0.

By defining the free variables of the optimization procedure in this way, both the atomic
positions and the lattice vectors of the cell are able to be optimized simultaneously.

Pfrommer et al. also define a “force” vector, F:

F = ≠ ˆH
ˆX

----
p

. (A.0.3)

Similar to as was done with the X vector, the first 9 components of the F vector are
the strain components, f (Á), and the other 3N components are built up from the forces
on the atoms:

F =
1
f (Á), gf1, . . . , gfN

2T
, (A.0.4)

where the strain components, f (Á) are calculated from the derivatives of the enthalpy
with respect to the strain in the following way:

f (Á) = ≠
1
‡ + p�

2 1
1 + ÁT

2≠1
. (A.0.5)

In the above, ‡ is the stress tensor for the configuration defined by the vector X. This
can either be calculated by application of the Hellmann-Feynman theorem in density
functional theory, or numerically using finite di�erence approaches.

Finite di�erence calculation of the stress tensor involves calculating the derivative of
the energy with respect to some perturbation to the the lattice vectors, through the
application of some small finite strain tensor, ÁÕ:

‡ = 1
�

ˆE
11

1 + ÁÕ
2

h
2

ˆÁÕ

------
ÁÕ=0

. (A.0.6)

We note that the final 3N components of the F vector involve the multiplication of the
Cartesian forces by the metric tensor, g = hT h, which acts to convert the forces from
Cartesian space to the fractional space.
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The configuration of the system can then be updated in the following way:

Xi+1 = Xi ≠ ⁄Gi, (A.0.7)

Gi = ≠HiFi. (A.0.8)

Where H is an approximation to the inverse Hessian, and ⁄ is a scalar which reduces
the enthalpy to a minimum along a particular direction defined by Gi. The optimum
value of ⁄ can (generally) be found by a line search, although the two-point steepest
descent method removes the need for this step of the procedure.

Pfrommer et al. then apply the widely used BFGS algorithm to build up an approx-
imation to the (inverse) Hessian, H, which can be used to update the geometries in an
e�cient way. Anecdotal evidence suggests that the more (algorithmically) simplistic
method of two-point steepest descent (Barzilai and Borwein, 1988) is more e�cient
(requires fewer geometry updates) for systems involving a large number of constraints,
and has the aforementioned advantage of not requiring a line search in order to find
the value of ⁄. The two-point steepest descent method does not however provide a
straightforward way to iteratively improve the approximation of the Hessian, and so
H0 = H

i
= H

i+1 when this algorithm is used to provide the value of ⁄.

The optimal value of ⁄ under the two-point steepest descent method is given by

⁄ = �Xi · �Gi

�Gi · �Gi
, (A.0.9)

where �Xi = (Xi ≠ Xi≠1) and �Gi = (Gi ≠ Gi≠1) = ≠
1
H

i
Fi ≠ H

i≠1Fi≠1
2

=
≠H0 (Fi ≠ Fi≠1).

Pfrommer et al. also suggest a method for initialization of the inverse Hessian. This
initialization is based on estimates of the bulk modulus and the average optical phonon
frequencies at the centre of the Brillouin zone of the material, although the method is
equally successful when H0 = 1 (albeit less e�cient).
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